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Abstract 
Over the last decade, Electronic Health Records (EHR) systems have been increasingly implemented at US 
hospitals. Despite their great potential, the complex and uneven nature of clinical documentation and data quality 
brings additional challenges for analyzing EHR data. A critical challenge is the information bias due to the 
measurement errors in outcome and covariates. We conducted empirical studies to quantify the impacts of the 
information bias on association study. Specifically, we designed our simulation studies based on the characteristics 
of the Electronic Medical Records and Genomics (eMERGE) Network. Through simulation studies, we quantified 
the loss of power due to misclassifications in case ascertainment and measurement errors in covariate status 
extraction, with respect to different levels of misclassification rates, disease prevalence, and covariate frequencies. 
These empirical findings can inform investigators for better understanding of the potential power loss due to 
misclassification and measurement errors under a variety of conditions in EHR based association studies. 
Introduction 
Along with the widely use of electronic health record (EHR) systems over the last decade, huge amounts of 
longitudinal patient information, including coded/structured data (e.g., the International Classification of Disease 
codes) and clinical narratives (e.g., as admission notes and discharge notes), have been accumulated and are 
available electronically. These large clinical databases are valuable data sources for clinical, epidemiologic, 
genomic, and translational research, where identifying patients with specific diseases is often the critical step. 
However, manual review of patients’ charts is extremely time-consuming and costly as the decision criteria are often 
complex and require review of different sources of information by domain experts. Many studies have shown that 
structured data such as the ICD codes are not sufficient enough1-3 to determine the patient cohorts as much of the 
detailed patient information was recorded in clinical narratives. Therefore, a large number of phenotyping methods 
have been developed to combine the clinical narratives with coded data to identify patients with certain diseases.  
Due to the sensitiveness of clinical data and intrinsic difference between diseases, current phenotyping studies are 
often performed in a disease-specific manner4, where training and test corpus are developed for each disease. Many 
studies have focused on the prevalent diseases, such as diabetes5,6, hypertension7,8, and rheumatoid arthritis9,10, or 
some common healthcare problems associated with significant morbidity and mortality, such as heart failure11,12, 
colorectal cancer13, and venous thromboembolism14,15. Some studies also focus on observational characteristics such 
as smoking status16,17, obesity7,18. Various clinical NLP systems have been applied to extract clinical information 
from text to facilitate phenotype identification, e.g., MedLEE19, MetaMap20, KnowledgeMap21 and cTAKES22. 
Some of them provide individual module to identify common phenotypes, e.g., the smoking status detection 
module16 in cTAKES. Both rule-based and machine learning based systems have been developed to determine 
phenotypes. Most of the rule-based methods heavily involve domain experts’ knowledge, and the machine learning 
based phenotype identification methods often achieve better performances by leveraging different sources of 
information. The performances of phenotyping methods vary greatly among different diseases, and perfect genotype 
identification is difficult to achieve.  
Although EHR-based clinical observational studies have been successfully performed based on automated 
phenotyping solutions, there is no systematic study to examine the misclassification of outcome and/or measurement 



  

error in covariates caused by imperfect phenotyping algorithms. In epidemiologic studies designed for EHR data, 
researchers have already noticed that the statistical models suffered from the information bias caused by the 
misclassification and/or measurement errors. Many studies have demonstrated that naive analyses ignoring 
misclassification lead to biased results in a variety of settings28. As a result, the last 15 years have seen a rise in 
statistical methods to accommodate misclassification of disease status and measurement error in covariates, 
specifically when estimating odds ratios (ORs) or relative risks (RRs) in binomial regression; unbiased estimation of 
these parameters is typically of interest in pharmacoepidemiologic research. Several statistical methods have been 
developed to correct for a misclassified outcome29 or to correct for a misclassified covariate, for example using 
matrix methods30, inverse matrix methods31 and maximum likelihood methods. However, the loss of power due to 
the misclassification of outcomes and measurement error in covariates has not been fully understood. 
In this study we perform a systematic analysis on the power loss of EHR-based association studies due to 
misclassified outcomes and measurement errors in covariates through simulation studies. We aim to discuss this 
problem in two general types of studies. In the settings of genetic association studies using EHR-based phenotypes, 
we focus on the impact of misclassified binary outcomes (i.e., misclassified phenotypes) only. In the settings of 
epidemiological association studies using EHR-based disease status and covariates, we investigate the further impact 
of measurement errors in covariates on the association test. Various settings of misclassification rates, magnitudes of 
measurement errors and levels of factors that would influence the power are considered. Simulation designs, 
parameter settings and models to be compared are introduced in the Methods section. Power curves and other 
simulation results are shown and discussed in the Simulation Results section. Further discussion on the power loss, 
type I error and effect size estimation are shown in the Discussion section. Our study highlights the issue of power 
loss in association test with the presence of measurement inaccuracy, which should be considered in all association 
studies that use data from the EHR systems. 
Methods 
Simulation setups 
To investigate the impacts of misclassification of binary outcome (disease status) and measurement error in 
covariates on association studies, we start with the non-differential misclassification where the misclassification 
rates do not vary across covariate categories. Also, the measurement error of the covariate is assumed to be 
independent with the outcome. We consider two general types of studies: the genome-wide association studies 
(GWAS) where the outcome is EHR-based binary disease status and the covariate is the genotype at a single 
nucleotide polymorphism (SNP) locus, and the epidemiological studies where both the outcome and covariate are 
EHR-based (e.g., type II diabetes and smoking status). In this empirical study, we conduct simulations to mimic the 
setups of these two types of studies. We consider different scenarios by choosing different parameters of disease 
prevalence, covariate frequency, and misclassification rates in both outcome and covariate. 
The prevalence of type II diabetes and multiple sclerosis are chosen to represent the common disease and the rare 
disease respectively. The prevalence for the common disease is 37.5% and for the rare disease is 3.2% according to 
recent literatures32. To mimic the performance of some commonly used phenotyping algorithms, we choose the 
misclassification rates of the outcomes to be similar with the eMERGE algorithm of identifying phenotypes from 
EHR clinical texts. This algorithm has been used in many EHR related studies and its performance has been reported 
in different literatures32,33. According to Ritchie et al (2010), in a relatively high-performance situation for 
phenotyping type II diabetes, the positive predicted value (PPV) of the algorithm is approximately 0.9 and the 
sensitivity is 0.84. The specificity is then calculated to be 0.96 as in Ritchie et al (2010)32. In a relatively low-
performance situation, the sensitivity and specificity of the eMERGE algorithm are reported to be around 0.665 and 
0.819, respectively33. The misclassification rates of the phenotyping algorithm often depend on the prevalence of the 
disease. Phenotyping a rare disease tends to be more accurate than a common disease. For rare diseases (e.g., 
multiple sclerosis), the sensitivity of the eMERGE algorithm is around 0.857 and the specificity is 0.997 in a high-
performance situation, and 0.707 and 0.988 in a low-performance situation. We fix the sample size at 5,000, and 
consider a sequence of effect sizes (in the scale of log odd ratio) in a logistic regression to evaluate the statistical 
power. These settings are the same for both genetic and epidemiological studies, and number of simulation is 1,000 
for each setting. 
In genetic association studies, the genetic information (i.e., genotypes) is often quite accurate with low genotyping 
errors. Therefore, we consider only the outcome misclassification in the GWAS settings.  Minor allele frequency 
(MAF) of SNPs is set to be 0.2 for common variant scenarios and 0.03 for rare variant scenarios.  In each scenario, 
two logistic regressions are fitted using the true outcomes and the misclassified outcomes, respectively. The reject 
rates are reported for each effect size, and power curves are plotted. The difference in power between using the true 
outcome and the misclassified outcome quantifies the impact of misclassification in each. 



  

In almost all GWAS, a large number of SNPs are investigated. In order to understand the overall power loss for a 
typical genetic association study, averaged powers are obtained by sampling MAFs from a real genetic dataset (1000 
Genomes Project Consortium, 2012) without replacement in each simulation to mimic the situation in a real GWAS.  

Figure 1: Flow chart of all the simulation scenarios and parameter settings. The sensitivities and specificities for diseases status mimick the 
performance of eMERGE algorithm. The numbers could be found in Ritchie (2010) and Wei (2012). For GWAS setting, no covariate 
misclassification is considered. MAF is set to be 0.2 for the common variant and 0.03 for the rare variant. By randomly sampling from the MAF 
distribution of the 1000 Genomes Project Consortium, the averaged power loss is studied. The sensitivities and specificities for the first and 
second classifiers of smoking status mimic the cTAKES smoking status detection module from Liu (2012). To simulate the number of cigarettes 
per day, the prevalence of current smoker and mean value of number of cigarettes are the same as Kiviniemi(2011). 

In epidemiological studies, however, categorical covariates such as smoking status are often measured with different 
amount of measurement errors. Hence, we considered both the outcome misclassification and covariate 
measurement error in the epidemiological settings in order to evaluate the further impact of the measurement error in 
the covariate on association test. In some EHR systems, smoking status is recorded as a discrete variable with three 
categories (i.e. the classified smoking status): non-smoker, past-smoker, and current smoker. In this case, we use a 
single categorical variable which takes values 0, 1 and 2 to mimic the smoking status (non-smoker, past-smoker, and 
current smoker).  The true status of the covariate is then generated from a multinomial distribution where the 
proportions of the three smoking status categories are based on the results in Liu et al (2012)17. The misclassified 
covariate is generated by mimicking the performance of the cTAKES smoking status detection module17. More 
precisely, as discussed in the paper, the algorithm first classifies subjects into non-smokers and smokers, and then 
classifies the smokers into past smokers and current smokers. Both classifiers involve misclassification and the 
misclassification rates are listed in Liu et al (2012)17. For scenarios with small amount of measurement errors (e.g., 
customized cTAKES module for eMERGE data), the sensitivity and specificity are approximately 0.98 and 0.97 for 
the first classifier and 0.94 and 0.92 for the second classifier. For scenarios with relatively large amount of 
measurement errors (e.g., direct use of cTAKE module without customization), the sensitivity and specificity are 
around 0.31 and 0.91 for the first classifier and 0.84 and 0.51 for the second classifier. In some other EHR systems, 
smoking status is recorded as the self-reported number of cigarettes per day (i.e. the quantified smoking status). To 
mimic this type of covariate data, we generate the smoking status as a variable taking non-negative integers using a 
zero-inflated Poisson distribution, considering a lot of patients are non-smokers. According to Kiviniemi et al (2011) 

37, the non-smoking proportion in the US is around 83% and the average number of cigarettes per day for one person 
is 15. The measurement error in smoking status is generated by randomly adding or subtracting a random error 
which follows a negative binomial distribution. For the situation with relatively small amount of measurement errors, 
we generated the random error from a negative binomial distribution with mean 0.5 and variance 0.625; and for 
large amount of errors, the random error are generated from a negative binomial distribution with mean 3 and 
variance 7.5. Figure 1 shows the scenarios what we consider and the corresponding parameter we choose in this 
paper. 



  

In all scenarios, the smoking status is treated as ordinal variable assuming the effect of smoking on presence of 
disease is additive. Powers are calculated for different effect sizes from 0 to 1 (in the scale of log odds ratio) in the 
GWAS setting and the epidemiological setting with classified smoking status, and for different effect sizes from 0 to 
0.05 in the epidemiological setting with quantified smoking status.  
Methods under comparison 
Under genetic settings, we compare the model using true disease status with the model using misclassified outcome. 
Under epidemiological settings, we compare the model using true disease status and true smoking status with the 
model using misclassified disease status and misclassified smoking status. The models to be compared are described 
below: 
1. Logistic regression using true disease status and true covariate. 
Let Y denote the true disease status (e.g. type II diabetes) of a patient, and X denote the true covariate status (e.g., 
genotype at a SNP locus, or true smoking status), we assume a logistic regression model:  logit (Pr(Y = 1)) = β0 +
β1X, where Pr(Y = 1) is the probability of a patient having the disease. 
2. Logistic regression using misclassified disease status and true covariate. 
In the genetic association studies using the EHR-based phenotypes, instead of observing the true disease status, we 
could only obtain the disease status of the patients with misclassification. Let Y∗ denote the surrogate of the true 
disease (e.g. type II diabetes status extracted from EHR data), and X denote the genotype at a certain SNP. The 
logistic regression model using the surrogate as the true type II diabetes status could be expressed as: logit (Pr(Y∗ =
1)) = γ0 + γ1X. Here, the probability of having type II diabetes (Pr(Y = 1)) is replaced by the probability of 
observing the patient in the disease category (Pr(Y∗ = 1)). This model is not correct since these two probabilities 
are not equal and: Pr(Y∗ = 1|Y = 1) = α1, Pr(Y∗ = 1|Y = 0) = 1 − α2, where α1 is known as the sensitivity and 
α2 is the specificity of the phenotyping algorithm.  
3. Logistic regression using misclassified disease status and covariate with measurement error. 
In epidemiological studies using EHR-based phenotypes and covariate (e.g., type II diabetes and smoking status), 
both the outcome misclassification and covariate measurement error are considered. Let Y∗ denote the surrogate of 
the true disease status and X∗ denote the surrogate of true smoking status. The logistic model using surrogates of 
both disease status and smoking status could be expressed as: logit (Pr(Y∗ = 1)) = η0 + η1X∗. 
It also holds that Pr(Y∗ = 1|Y = 1) = α1, Pr(Y∗ = 1|Y = 0) = 1 − α2. When the smoking status is recorded as 
non-smoker, past-smoker and current smoker, the misclassification of smoking status involves two classifiers and 
satisfies:  

Pr(X∗ = 1, 2|X = 1, 2) = αa ,    Pr(X∗ = 1, 2|X = 0) = 1 − αb 
Pr(X∗ = 2|X = 2) = 1 − αc, Pr(X∗ = 2|X = 1) = 1 − αd 

where αa and  αb are the sensitivity and specificity for the first classifier and  αc and  αd are the sensitivity and 
specificity for the second classifier of the smoking status detection algorithm. When the covariate X is the self-
reported number of cigarettes per day, we assume a measurement error model that X = 𝑋 ± 𝜖  ;  𝜖~𝑁𝐵(𝜇, 𝜎2). 
In each setting, we are interested in testing for an association between the covariate (smoking status) and disease 
(type II diabetes) by testing the association parameter being 0, i.e.,  H0: β1 = 0, γ1 = 0, or  η1 = 0 in the models.  
In the simulation studies, we generate the true status of disease and covariate from model 1, and generate the 
surrogates using the assumed misclassification rates and error distribution. Powers are compared between the 
misclassified model and the true model in order to quantify the impacts of misclassifications of outcomes and 
measurement errors of covariates on association test. 
 

Simulation results 
1. Genetic settings.   
Figure 2 presented the power curves of the genetic association tests in settings with common and rare diseases. 
When true disease statuses were known, the power for detecting association was higher for common diseases 
compared to rare diseases, and higher for common variant compared to rare variant when controlling for other 
parameter values. Such a finding also held when true disease statuses were unknown and surrogates were used. This 
finding was consistent with the experiences in association studies34. To evaluate the impact of misclassifications, we 
compared the power of using true outcomes against using the surrogates within the same setting of disease 
prevalence and allele frequency. The left panel in Figure 2 suggested that for a common variant (i.e., high allele 
frequency), the loss of power was relatively small as long as the misclassification rates were low (the maximal loss 
of power is around 15%). On the other hand, if the variant was rare (i.e., low allele frequency), the loss of power due 



  

to the misclassification was sizable (up to 20%) when misclassification rates were low. However, when 
misclassification rates were high, the losses of power were all larger than 50% for both common and rare variant 
scenarios. The right panel in Figure 2 suggested a similar finding, except the corresponding power was lower due to 
the fact that the disease was rarer. 
Another observation from the solid and dashed curves in the left panel of Figure 2 was that when the true log odds 
ratio was 0.3 (i.e., odds ratio of 1.35), the association test based on the true outcome (or misclassified outcome with 
small misclassification rates) had a power of 100%. In other words, misclassification had no impact on loss of 
power, provided the effect size was moderately strong, both disease and covariate were common, and 
misclassification rates were relatively small. If any of these conditions failed to hold, the loss of power due to 
misclassification was still substantial. For example, for the same effect size, when considering the common disease 
and rare variant scenario, the power loss due to misclassification was 17.3% for small misclassification rates and 
46.2% for high misclassification rates. These numbers were 10% and 29.6% respectively, for rare disease and 
common variant, and 2% and 7.2% for rare disease and rare variant. In the setting of no misclassification, the power 
for the rare disease and common variant scenario and the rare disease and rare variant scenario were 68.7% and 
18.6%. Therefore the power loss could not be ignored. 
Figure 3 presented the power for association tests at 
a single SNP in different settings. For a typical 
GWAS, millions of SNPs are tested where both rare 
variants and common variants are included. We are 
often more interested in the averaged loss of power 
due to misclassifications, where the loss of power in 
association test at each SNP is averaged over 
millions of SNPs. To obtain the averaged power, we 
sampled the allele frequencies without replacement 
from the data from the reference panels of The 1000 
Genomes Project (here we used Utah Residents with 
Northern and Western European Ancestry, or CEU) 
(1000 Genomes Project Consortium, 2012). The 
empirical distribution of the minor allele frequencies 
was displayed in Figure 2. The SNPs with a MAF 
greater than 0.1 were distributed approximately 
evenly, and SNPs with MAF less than 0.05 were 
considered rare in this population.  

 
Figure 3 Comparison of power for common and rare disease in genetic association studies. Misclassified outcome* stands for high sensitivity 
and specificity (Sensitivity=0.84, specificity=0.96 for common diseases; sensitivity=0.857, specificity=0.997 for rare diseases). Misclassified 
outcome† stands for low sensitivity and specificity (Sensitivity=0.665, specificity=0.819 for common diseases; sensitivity=0.707, 
specificity=0.988 for rare diseases). MAF=0.2 for common variant and 0.03 for rare variant. 

Figure 2 Empirical Distribution of Minor Allele Frequency of Utah residents 
(CEPH) with northern and western European ancestry. 



  

Figure 4 showed the averaged power curves for a genetic association study based on the CEU population. Power 
curves in the left and right panels showed the impact of misclassified phenotypes on association testing for common 
and rare diseases. These power curves implied that from an overall perspective how much power was lost due to 
misclassified outcomes in different settings of misclassification rates. Since the minor allele frequency of most SNPs 
in the genetic association study was distributed from 0.1 to 0.5, the averaged power curves were similar as the 
common variant scenarios in Figure 3. It suggested that when misclassification rates were low, the power loss was 
relatively mild compared to the power loss when misclassification rates were high. For common diseases, when the 
testing allele had an effect size (log odds ratio) larger than 0.3 and under low misclassification rates, using the 
surrogates did not cause power loss greater than 1%. When misclassification rates were high, however, the log odds 
ratio had to be at least 0.5 to reach a power loss less than 5%.  When diseases were rare, the log odds ratio had to be 
greater than 0.4 for the low misclassification scenario, and 0.6 for the high misclassification scenario to ensure a 
power loss less than 5%.  
To evaluate the power loss in extreme situations, we calculated the maximal power loss when the effect size was 
varying from 0 to 1. When misclassification rates were low, the maximal power loss was 15% for common disease 
and 11% for rare disease. While when misclassification rates were high, the maximal power losses were 50% and 
29% for common and rare diseases correspondingly. Therefore, when the sensitivity and specificity of the 
phenotyping algorithm were not high enough, the average power loss could be huge for SNPs with relatively 
moderate effect sizes for both rare and common diseases. 

 
Figure 4 Comparison of averaged power for common and rare diseases. The averaged powers were obtained by sampling without replacement 
from the MAF distribution of CEU population. Misclassified outcome* stands for high sensitivity and specificity (Sensitivity=0.84, 
specificity=0.96 for common diseases; sensitivity=0.857, specificity=0.997 for rare diseases). Misclassified outcome† stands for low sensitivity 
and specificity (Sensitivity=0.665, specificity=0.819 for common diseases; sensitivity=0.707, specificity=0.988 for rare diseases). 

2.  Epidemiological settings. 
In this section, we mimicked the settings of epidemiological studies using EHR-based disease and covariate status 
(i.e. smoking status). Besides the misclassified binary outcomes, we evaluated the further impact of measurement 
errors in covariates on the power loss of association test. The misclassification settings for the disease status and 
smoking status could be found in Figure 1. 
When the smoking status only contained three classes, Figure 5 showed the power curves in different settings of 
misclassification and measurement errors for common and rare diseases. The previous finding that the power for 
rare diseases is lower than common diseases when controlling for other settings also held in the epidemiological 
studies. The comparison between the solid line and the four dashed lines within each panel showed the impact of 
different levels of misclassification and measurement errors on the power of association testing.  
Combined with Figure 3 and Figure 5, it suggested that adding the measurement error increased the power loss 
compared with models with only the outcome misclassification. For example, when the effect size (log odds ratio) 
was 0.3 for common disease, the power losses of the four scenarios in the plots (low misclassification small 
measurement error, high misclassification small measurement error, low misclassification large measurement error 
and high misclassification large measurement error) were 2.7%, 35.8%, 48.8% and 77.6%. For rare disease, the 
powers of the four scenarios were 15.1%, 30.6%, 45.8% and 48%, respectively. It also showed that only when both 



  

misclassification and measurement error were small, the power loss was relatively small. When either outcome or 
exposure had a high misclassification rate, the power loss was severe. 
 

 
Figure 5 Comparison of Power for common and rare diseases in epidemiological settings where the covariate contains three categories (non-
smoker, past smoker and current smoker). Misclassified outcome* stands for high sensitivity and specificity (Sensitivity=0.84, specificity=0.96 
for common diseases; sensitivity=0.857, specificity=0.997 for rare diseases). Misclassified outcome† stands for low sensitivity and specificity 
(Sensitivity=0.665, specificity=0.819 for common diseases; sensitivity=0.707, specificity=0.988 for rare diseases).  Covariate* stands for small 
amount of covariate misclassification (sensitivity and specificity were chosen as 0.98 and 0.97 for the first classifier and 0.94 and 0.92 for the 
second classifier). Covariate† stands for large amount of covariate misclassification (the sensitivity and specificity were set to be 0.31 and 0.91 for 
the first classifier and 0.84 and 0.51 for the second classifier). 

 
Figure 6 Comparison of Power for common and rare diseases in epidemiological settings where the covariate is the self-reported number of 
cigarettes per day. Misclassified outcome* stands for high sensitivity and specificity (Sensitivity=0.84, specificity=0.96 for common diseases; 
sensitivity=0.857, specificity=0.997 for rare diseases). Misclassified outcome† stands for low sensitivity and specificity (Sensitivity=0.665, 
specificity=0.819 for common diseases; sensitivity=0.707, specificity=0.988 for rare diseases).  Covariate* stands for small amount of covariate 
measurement error in number of cigarettes which was generated from NB(0.5,0.625).  Covariate† stands for large amount of covariate 
measurement error which was generated from NB (3, 7.5). 

When using the number of cigarettes to code the smoking status, the power curves under different scenarios were 
showed in Figure 6. The major findings under this scenario were the same as the previous scenario in which the 
smoking status was recorded as three categories. When the outcome misclassification was low and measurement 
error of the covariate was small, the power loss was within 18.2% for common diseases and 12.4% for rare diseases. 



  

However, when either the outcome misclassification or the covariate measurement error was large, the power loss 
was severe up to 50%. 
Through this simulation study, we quantified the impact of misclassification and measurement error in association 
studies. It was showed that rare diseases, compared to common diseases, had lower power for testing the association 
controlling for the prevalence of covariate, misclassification rates and measurement error amount. The prevalence of 
the covariate (minor allele frequency in this study) also influenced the power in the sense that rare variant scenarios 
had lower power than the common variant scenarios when controlling for other settings. Therefore, in practical 
researches, study designs should account for these factors to adjust the sample size to achieve a proper testing 
power. When only outcomes were misclassified, the power loss was small when the misclassification rates were 
low, and it was sizable when misclassification rates were high. Moreover, when the covariate and the outcome were 
not measured accurately, the power loss increased compared to the models with only the outcome misclassification. 
In these scenarios, power loss was relatively large when either the measurement error or the outcome 
misclassification rates were large. 
Discussion 
In this empirical study, we conducted simulation studies under different values of misclassification rates and amount 
of measurement errors to evaluate the loss of power in both genetic and epidemiological association study settings. 
We concluded that factors including disease prevalence, covariate frequency, misclassification rates of the disease 
status as well as the amount of measurement errors all influenced the power of association test. The power loss was 
relatively small as long as the misclassification rates and/or measurement error were low. Otherwise, power loss 
could be substantial and was increased with higher misclassification rates and/or measurement error rates. From the 
simulation results, we also observed that the type I error of the association test that ignored misclassification and 
measurement errors were not inflated under all scenarios. In other words, although the outcome and covariate could 
be measured with errors, the naive logistic regression ignoring these errors can still control type I error well as long 
as the misclassification is nondifferential. This is consistent with the findings of Neuhaus (1999) and Li & Duan 
(1989)35,36. Therefore, the only issue of using the naive logistic regression is the power loss. 
However, while the EHR data are widely used in all kinds of association studies, the problem of power loss due to 
inaccuracy of EHR-based phenotypes and covariate records are sometimes ignored. Our study investigated this 
problem in two major types of studies and showed that when observations were measured with certain amount of 
errors, the power loss could be quite substantial. If no adjustment is made to account for the misclassification and 
measurement errors, sample size should be recalculated to deal with the loss of power.  
In practical studies, when sample size is fixed and misclassification exists, association tests that account for the 
misclassification are needed. Moreover, the estimations of the effect sizes can also be biased and need to be 
corrected. Neuhaus (1999) and Li & Duan (1989) pointed out that when the outcome and covariate were 
misclassified, the estimated effect size (log odds ratio) is biased towards the null if using naive logistic 
regression35,36. One limitation of our empirical study is that we only considered two levels of disease prevalence, 
minor allele frequency, misclassification rates and measurement error amount. The scope of scenarios that we have 
discussed in this paper is still limited. For example, in real applications, the disease prevalence could be lower than 
3.2% as we considered here, and misclassification rates could vary from a wider range. However, the results of this 
study are useful to inform and guide investigators on the magnitude of loss of power in certain scenarios. And the 
conclusions about the relationships between powers and each factor could help the investigators obtain a rough 
estimation of potential loss of power in their studies. 
In this study, we considered a relatively simple situation where the misclassification of the outcome is independent 
of the covariate, as well as the measurement error of the covariates. This assumption might not hold in some 
practical situations since the error probabilities might differ across different covariate levels. Moreover, the amount 
of measurement error of the covariate might be correlated with the disease misclassification rates. Empirical 
evaluation of power loss in these more complicated situations will be reported in the near future.  
Furthermore, as we concluded that the power of the association test is influenced by various factors such as the 
disease prevalence, frequency of the covariate, as well as the misclassification rates, it is of interest to investigate 
how the power loss is attributable to these factors individually and jointly. Our future work also includes the 
extension from simple univariate logistic regression to multivariate regression to better understand the impact of 
misclassification on the power loss of association test in the presence of confounders. 
Conclusion 
Over the last decade, EHR systems have been increasingly implemented at US hospitals. Substantial amounts of  



  

detailed patient information, including lab tests, medications, disease status, and treatment outcome, have been 
accumulated and are available electronically. These large clinical databases are valuable sources for clinical and 
translational research. Despite their great potential, the complex and uneven nature of clinical documentation and 
data quality brings additional challenges for analyzing EHR data. A critical challenge is the information bias due to 
the measurement errors in outcome and/or covariates. We conducted empirical studies to quantify the impacts of 
measurement errors on EHR based associated study. More specifically, we designed our simulation studies based on 
the disease prevalence, covariate frequencies and misclassification rates using data from the Electronic Medical 
Records and Genomics (eMERGE) Network. Through simulation studies, we quantified the loss of power due to 
misclassifications in case ascertainment with respect to different levels of misclassification rates (e.g., an algorithm 
with high precision and recall vs one with low precision and recall), disease prevalence (e.g., common disease vs 
rare disease), and covariate frequencies (e.g., common allele frequency vs rare allele frequency). We also evaluated 
the further loss of power if the covariate conditions were subjected to measurement errors, such as smoking status 
extracted from medical records by a certain algorithm. These empirical findings can help to inform investigators for 
better understanding the potential power loss due to different types of measurement errors under a variety of 
conditions in EHR based association studies. 
Acknowledgement 
This study was supported by grants from the NLM 2R01LM010681-05, NIGMS 1R01GM103859, 
1R01GM102282, CPRIT R1307, R21 LM 012197, and AHRQ R03HS022900. The content is solely the 
responsibility of the authors and does not necessarily represent the official views of the Agency for Healthcare 
Research and Quality. 
References 
1.    Birman-Deych E, Waterman AD, Yan Y, Nilasena DS, Radford MJ, Gage BF. Accuracy of ICD-9-CM codes 

for identifying cardiovascular and stroke risk factors. Medical care. May 2005;43(5):480-485. 
2.    Kern EF, Maney M, Miller DR, et al. Failure of ICD-9-CM codes to identify patients with comorbid chronic 

kidney disease in diabetes. Health services research. Apr 2006;41(2):564-580. 
3.    Schmiedeskamp M, Harpe S, Polk R, Oinonen M, Pakyz A. Use of International Classification of Diseases, 

Ninth Revision, Clinical Modification codes and medication use data to identify nosocomial Clostridium 
difficile infection. Infection control and hospital epidemiology. Nov 2009;30(11):1070-1076. 

4.    Shivade C, Raghavan P, Fosler-Lussier E, et al. A review of approaches to identifying patient phenotype cohorts 
using electronic health records. J Am Med Inform Assoc. Mar-Apr 2014;21(2):221-230. 

5.    Pathak J, Kiefer RC, Bielinski SJ, Chute CG. Mining the human phenome using semantic web technologies: a 
case study for Type 2 Diabetes. AMIA ... Annual Symposium proceedings / AMIA Symposium. AMIA 
Symposium. 2012;2012:699-708. 

6.    Mani S, Chen Y, Elasy T, Clayton W, Denny J. Type 2 diabetes risk forecasting from EMR data using machine 
learning. AMIA ... Annual Symposium proceedings / AMIA Symposium. AMIA Symposium. 2012;2012:606-
615. 

7.    Turchin A, Pendergrass ML, Kohane IS. DITTO - a tool for identification of patient cohorts from the text of 
physician notes in the electronic medical record. AMIA ... Annual Symposium proceedings / AMIA 
Symposium. AMIA Symposium. 2005:744-748. 

8.    Conway M, Berg RL, Carrell D, et al. Analyzing the heterogeneity and complexity of Electronic Health Record 
oriented phenotyping algorithms. AMIA ... Annual Symposium proceedings / AMIA Symposium. AMIA 
Symposium. 2011;2011:274-283. 

9.    Singh JA, Holmgren AR, Noorbaloochi S. Accuracy of Veterans Administration databases for a diagnosis of 
rheumatoid arthritis. Arthritis and rheumatism. Dec 15 2004;51(6):952-957. 

10.    Liao KP, Cai T, Gainer V, et al. Electronic medical records for discovery research in rheumatoid arthritis. 
Arthritis care & research. Aug 2010;62(8):1120-1127. 

11.    Son CS, Kim YN, Kim HS, Park HS, Kim MS. Decision-making model for early diagnosis of congestive heart 
failure using rough set and decision tree approaches. Journal of biomedical informatics. Oct 
2012;45(5):999-1008. 

12.    Sun J, Hu J, Luo D, et al. Combining knowledge and data driven insights for identifying risk factors using 
electronic health records. AMIA ... Annual Symposium proceedings / AMIA Symposium. AMIA Symposium. 
2012;2012:901-910. 

13.    Xu H, Fu Z, Shah A, et al. Extracting and Integrating Data from Entire Electronic Health Records for 
Detecting Colorectal Cancer Cases. AMIA Annual Symposium Proceedings. 10/22 2011;2011:1564-1572. 



  

14.    Chen Y, Carroll RJ, Hinz ERM, et al. Applying active learning to high-throughput phenotyping algorithms for 
electronic health records data. Journal of the American Medical Informatics Association : JAMIA. 07/13 

15.    Kawaler E, Cobian A, Peissig P, Cross D, Yale S, Craven M. Learning to predict post-hospitalization VTE risk 
from EHR data. AMIA ... Annual Symposium proceedings / AMIA Symposium. AMIA Symposium. 
2012;2012:436-445. 

16.    Sohn S, Savova GK. Mayo clinic smoking status classification system: extensions and improvements. AMIA 
Annu Symp Proc. 2009;2009:619-623. 

17.    Liu M, Shah A, Jiang M, et al. A Study of Transportability of an Existing Smoking Status Detection Module 
across Institutions. AMIA Annual Symposium Proceedings. 11/03 2012;2012:577-586. 

18.    Uzuner O. Recognizing obesity and comorbidities in sparse data. J Am Med Inform Assoc. Jul-Aug 
2009;16(4):561-570. 

19.    Friedman C, Alderson PO, Austin JH, Cimino JJ, Johnson SB. A general natural-language text processor for 
clinical radiology. Journal of the American Medical Informatics Association : JAMIA. Mar-Apr 
1994;1(2):161-174. 

20.    Aronson AR. Effective mapping of biomedical text to the UMLS Metathesaurus: the MetaMap program. 
Proceedings / AMIA ... Annual Symposium. AMIA Symposium. 2001:17-21. 

21.    Denny JC, Irani PR, Wehbe FH, Smithers JD, Spickard A, 3rd. The KnowledgeMap project: development of a 
concept-based medical school curriculum database. AMIA ... Annual Symposium proceedings / AMIA 
Symposium. AMIA Symposium. 2003:195-199. 

22.    Savova GK, Masanz JJ, Ogren PV, et al. Mayo clinical Text Analysis and Knowledge Extraction System 
(cTAKES): architecture, component evaluation and applications. Journal of the American Medical 
Informatics Association : JAMIA. Sep-Oct 2010;17(5):507-513. 

23.    Nguyen AN, Lawley MJ, Hansen DP, et al. Symbolic rule-based classification of lung cancer stages from free-
text pathology reports. Journal of the American Medical Informatics Association : JAMIA. Jul-Aug 

24.    Kho AN, Hayes MG, Rasmussen-Torvik L, et al. Use of diverse electronic medical record systems to identify 
genetic risk for type 2 diabetes within a genome-wide association study. J Am Med Inform Assoc. Mar-Apr 
2012;19(2):212-218. 

25.    Carroll RJ, Eyler AE, Denny JC. Naïve Electronic Health Record Phenotype Identification for Rheumatoid 
Arthritis. AMIA Annual Symposium Proceedings. 10/22 2011;2011:189-196. 

26.    Lehman LW, Saeed M, Long W, Lee J, Mark R. Risk stratification of ICU patients using topic models inferred 
from unstructured progress notes. AMIA ... Annual Symposium proceedings / AMIA Symposium. AMIA 
Symposium. 2012;2012:505-511. 

27.    Kim D, Shin H, Song YS, Kim JH. Synergistic effect of different levels of genomic data for cancer clinical 
outcome prediction. Journal of biomedical informatics. Dec 2012;45(6):1191-1198. 

28.    Luo S, Chan W, Detry MA, Massman PJ, Doody RS. Binomial regression with a misclassified covariate and 
outcome. Statistical methods in medical research. Feb 2016;25(1):101-117. 

29.    McInturff P, Johnson WO, Cowling D, Gardner IA. Modelling risk when binary outcomes are subject to error. 
Statistics in medicine. Apr 15 2004;23(7):1095-1109. 

30.    Spiegelman D, Rosner B, Logan R. Estimation and inference for logistic regression with covariate 
misclassification and measurement error in main study/validation study designs. Journal of the American 
Statistical Association. 2000;95(449):51-61. 

31.    Morrissey MJ, Spiegelman D. Matrix methods for estimating odds ratios with misclassified exposure data: 
extensions and comparisons. Biometrics. Jun 1999;55(2):338-344. 

32.    Ritchie, Marylyn D., et al. "Robust replication of genotype-phenotype associations across multiple diseases in 
an electronic medical record." The American Journal of Human Genetics 86.4 (2010): 560-572. 

33.    Wei, Weiqi. The Impact of Data Fragmentation on High-Throughput Clinical Phenotyping. Diss. University of    
Minnesota, 2012. 

34.    Breslow, N. E., N. E. Day, and James J. Schlesselman. "Statistical Methods in Cancer Research. Volume 1-
The Analysis of Case-Control Studies." Journal of Occupational and Environmental Medicine 24.4 (1982): 
255-257. 

35.    Neuhaus, John M. "Bias and efficiency loss due to misclassified responses in binary 
regression." Biometrika 86.4 (1999): 843-855. 

36.    Li, Ker-Chau, and Naihua Duan. "Regression analysis under link violation." The Annals of Statistics (1989): 
1009-1052. 

37.    Kiviniemi, Marc T., Heather Orom, and Gary A. Giovino. "Psychological distress and smoking behavior: The 
nature of the relation differs by race/ethnicity." Nicotine & Tobacco Research 13.2 (2011): 113-119. 


