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Background

started as a component of an internal project at AZ for overall platform development to
standardize and scale up observational data analysis

team wanted a propensity score/cohort method workflow in R to validate against
existing SAS code sets

team wanted recommended workflows and parameter settings, but also flexible options
for advanced users

team wanted to draw on commonly used R packages i.e Twang, MatchlT, but have all
integrated into one framework and workflow.

main original use case = quick feasibility analysis on patient balance (exclude outcome
analysis)

package including outcome analysis was used for internal validation of CVD-REAL
results
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Whitepaper coming soon

OHDSI Cohort Method
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Figure 2 - "Phase Diagram" of available methods
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Figure 3 — Computational time for PS calculation using Twang

Figure 4 — Computational time for PS calculation using GLM
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Table 1 - Twang Parameter Analysis
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Figure 5 — Performance comparison of GLM and twang



Vignette coming soon

Load Data Calculate Propensity Scores

Propensity scores are calculated via the ps.score method. The primary inputs to this method are the dataset,
A simple dataset has been included in the drive.ps package to support this vignette. The full T2DM cohort has the list of covariates to include in the calculation, and the propensity score method. The two methods available
been downsampled to include 40k samples for each of the drug classes (with the exception of AGI). The data is are ‘gim’ and ‘twang’ (twang is, by default, only avallable for datasets with less than 30k samples).

included as an internal resource, and the details of the data can be viewed with: e e T Ty (T o )

ps.getDataAvailability(Q)

##
## Call: glm(formula = formula, family = binomial(), data = data, control = list(maxit =
100))
## DRUGCLASS freq L o
## Coefficients:
## 1 ) ‘_“GI 810 ## (Intercept) DXFLAG AIFLAG FBFLAG GENDER
## 2 Biguanide 40000 ## -1.247274 1.811913  0.618708  0.660038  0.007213
## 3 Combinations 40000 # AGE [das HTNCM LIPIDCM OBESECM
4 DPP4 40000 #  -0.026565  -0.097182  -0.079160  -0.239265  -0.142157
. ## bin.15.20. bin.20.25. bin.25.30. bin.30.35. bin.35.40.
# 5 Insulin 40000 # -1.198418  -1.322439  -0.713089  -0.152973  -0.048070
## 6 No T2DM Drug 40000 # bin.40.45. bin.45.50. bin.50.55. bin.55.60. bin.60.65.
w7 Ll & bin€s.70. bin10.20 bin.20.30. bin.30.40, bin.40.50.
in. . . in. . . n. . . n. . . n. . .
## 8 . Su}f’(‘)nyllljreas 40000 o NA NA NA NA NA
## 9 Thiazolidinediones 40000 # bin.50.60. bin.60.70.
## NA NA
##

A utility method has beep |n.cluded in the package to create pew c?atasgts for comparing any two of these ## Degrees of Freedom: 29999 Total (i.e. Null); 29980 Residual
treatment groups. For this vignette, create a dataset comparing Biguanides to a No Drug control group: ## Null Deviance: 38190
## Residual Deviance: 37430 AIC: 37470

myData <- ps.createDataset("Biguanide", 10000, control.name = "No T2DM Drug", control.number The data frame returned by ps.score includes the original T2DM cohort data frame, but has added a new
= 20000) variable ps_values.
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selection

Variable Selection for Propensity Score
Models @

M. Alan Brookhart ™%, Sebastian Schneeweiss, Kenneth J. Rothman, Robert J. Glynn,
Jerry Avorn, Til Stlirmer

Am J Epidemiol (2006) 163 (12): 1149-1156. DOI: https://doi.org/10.1093/aje/kwj149
Published: 19 April2006 Article history v

Abstract

Despite the growing popularity of propensity score (PS) methods in
epidemiology, relatively little has been written in the epidemiologic
literature about the problem of variable selection for PS models. The authors
present the results of two simulation studies designed to help
epidemiologists gain insight into the variable selection problem in a PS
analysis. The simulation studies illustrate how the choice of variables that
are included in a PS model can affect the bias, variance, and mean squared
error of an estimated exposure effect. The results suggest that variables that
are unrelated to the exposure but related to the outcome should always be
included in a PS model. The inclusion of these variables will decrease the
variance of an estimated exposure effect without increasing bias. In
contrast, including variables that are related to the exposure but not to the
outcome will increase the variance of the estimated exposure effect without
decreasing bias. In very small studies, the inclusion of variables that are
strongly related to the exposure but only weakly related to the outcome can
be detrimental to an estimate in a mean squared error sense. The addition of
these variables removes only a small amount of bias but can increase the
variance of the estimated exposure effect. These simulation studies and
other analytical results suggest that standard model-building tools designed
to create good predictive models of the exposure will not always lead to
optimal PS models, particularly in small studies.



