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OHDSI best practice for new-user cohort design

• Use propensity scores (PS)

• Build PS model using regularized regression and a large set 
of candidate covariates (as implemented in the 
CohortMethod package)

• Use either variable-ratio matching or stratification on the PS

• Compute covariate balance after matching for all covariates, 
and terminate study if a covariate has standardized 
difference > 0.1

https://www.ohdsi.org/web/wiki/doku.php?id=development:best_practices_estimation
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Why OHDSI recommends large-scale PS matching?

• Large-scale PS matching uses L1
statistical regularization (LASSO)  
conducting a penalized likelihood 
regression with all covariates 
simultaneously

• Large-scale PS matching provides 
improved confounding control as 
compared with the high-
dimensional PS for propensity 
score model selection

Tian and Schuemie et al., Int J Epidemiology, 2018



Re-consider Propensity score matching

• The propensity score collapses the covariates of an observational 
study into a single measure summarizing their joint association 
with treatment conditions.

• Like propensity scores, prognostic scores can reduce the dimension 
of the covariate, yet causal inferences conditional on them are as 
valid as are inferences conditional only on the unreduced covariate.

• Current OHDSI large-scale propensity score matching usually 
employees more than 5,000 covariates for each comparison.
– When the number of covariates is large relative to the number of 

observations, controlling for all observed covariates become infeasible 
and selection based on substantive knowledge becomes impractical

Hanse et al., Biometrika, 2008



Leveraging prognostic score (disease risk score)



Leveraging prognostic score (disease risk score)

• While the DRS can be more stable over time, modeling the DRS in practice 
also presents unique challenges that are not shared by PS
– Unlike PS, which models covariate associations with treatment, the DRS models 

covariate associations with the potential outcome under the control or 
comparator treatment

– In practice, however, this potential outcome is not observed for all individuals in 
the study population, but only for those receiving the comparator treatment

– Can covariates used for DRS be really independent from the treatment allocation? 
Eg, when compare the GI bleeding between Warfarin versus NOAC
• NOAC is related with lower risk of future GI bleeding

• INR testing or valvular heart disease might be associated with the prescription of warfarin. 
The large-scale DRS would learn these variables to predict GI bleeding event. 

R Wyss and Til Stumer et al., Pharmacoepidemiol Drug Saf, 2015



Leveraging prognostic score (disease risk score)

R Wyss and Til Stumer et al., Pharmacoepidemiol Drug Saf, 2015



Background of dimension reduction using data-driven 
representation learning

• 1. Fundamentally, large-scale 
propensity score model is a 
data-driven dimension 
reduction method agnostic 
about the exposure-outcome 
association and the effects of 
the covariates on this 
association

• 2. BERT model, leading recent 
advance in natural language 
process (NLP), leveraged 
representation learning with 
large unlabeled data → Then, fine 

tuning with labeled data for specific task of interest

http://jalammar.github.io/illustrated-bert/

Size of dimension for word piece embedding: 30,000
Using 3.3 billion word corpus

http://jalammar.github.io/illustrated-bert/


Previous attempts for Data-driven dimension 
reduction using autoencoders for EHRs



Dimension reduction and shrinkage methods for high 
dimensional disease risk scores in historical data

• In a high dimensional data setting, empirical selection of hundreds of 
potential confounders and modeling of DRS in the historical cohort can 
lead to over-fitting and reduced predictive performance in the study 
cohort

• Kumamaru and Schneeweiss et al. found that the use of combination of 
dimension reduction (PCA) and shrinkage methods (lasso or ridge 
regression) in high-dimensional DRS model had higher c-statistics and 
closer odd ratios to the benchmark estimates than an unreduced model 
in hd-DRSs from historical data in two empirical study examples 
(dabigatran vs warfarin; coxibs vs NSAIDs)

➔ How about combination of dimension reduction (deep learning 
autoencoder) based on historical data and shrinkage methods (lasso) for 
propensity score model for emerging therapy?

Kumamaru and Schneeweiss et al., Emerg Themes Epidemiol, 2016



My proposal: Representation Learning-Propensity 
score model (RLPS)

Step 1. Training autoencoder in large 
historical data

Step 2. Applying encoder against 
small study population to 
generate latent variables

Step 3. Building PS model with latent 
variables with shrinkage method and 
adjustment



Experiment 1) Coxib Vs NSAIDS 

• According to the vignette of the CohortMethod

• I generated Coxib and NSAIDs cohorts from EHR database



Experiment 1) 1:1 Large-scale PS matching using Full 
population

• Number of study population = 29,590

Study population were not in empirical equipoise. Even large-scale PS model 
with full study population cannot balance the baseline characteristics



Dimension reduction of covariates using autoencoder

• Simple autoencoder with 1 layer

– Using L1 regularization (to avoid over-fitting)

– Custom loss function for weighted binary cross 
entropy

– Reduce the dimension of covariates from 
24,948 to 50, by using 29,878 population data



Experiment 1) Representation learning-PS matching 
using Full population (with autoencoder)

• Number of study population = 29,590

Balance of latent variables

Balance of baseline 
characteristics



Experiment 1) Large-scale PS matching vs RLPS in full 
population

• Number of study population = 29,590

Balance in LSPS Balance in RLPS



Experiment 1) Large-scale PS matching in small study 
population

• Number of study population = 500

• Trying large-scale PS matching
– Number of covariates with Abs Std. Diff <= 0.1 : 146

– Number of covariates with Abs Std. Diff > 0.1  : 302



Experiment 1) Representation learning-PS matching in 
small study population (with autoencoder)

Balance of latent variables

Balance of baseline 
characteristics

Distribution of latent variables



Experiment 1) Large-scale PS matching vs RLPS in small 
population (n=500)

• Preference score distribution

LSPS RLPS



Experiment 1) Large-scale PS matching vs RLPS in small 
population (n=500)

• Balance scatter plot
LSPS RLPS

Number of covariates with Abs Std. Diff <= 0.1 : 146
Number of covariates with Abs Std. Diff > 0.1  : 302

Number of covariates with Abs Std. Diff <= 0.1 : 1772
Number of covariates with Abs Std. Diff > 0.1  : 1855



Experiment 1) Large-scale PS matching vs RLPS in small 
population (n=500)

• Distribution of absolute mean difference of covariates after matching

Number of covariates with Abs Std. Diff <= 0.1 : 146
Number of covariates with Abs Std. Diff > 0.1  : 302

Number of covariates with Abs Std. Diff <= 0.1 : 1772
Number of covariates with Abs Std. Diff > 0.1  : 1855

LSPS RLPS



Experiment 2) ARB vs CCB

• According to the Book of OHDSI and LEGEND-HTN

• I generated ARB and CCB user for hypertension from claim 
database



Experiment 2) 1:1 Large-scale PS matching using Full 
population

• Number of study population = 37,445

Study population were in empirical equipoise. Large-scale PS model with full 
study population balanced the baseline characteristics between the groups well



Dimension reduction of covariates using autoencoder

• Simple autoencoder with 1 layer

– Using L1 regularization (to avoid over-fitting)

– Custom loss function for weighted binary cross 
entropy

– Reduce the dimension of covariates from about 
10,000 (after tidying covariates) to 100, by 
using 37,445 population data



Experiment 2) Representation learning-PS matching 
using Full population (with autoencoder)

• Number of study population = 37,445

Balance of latent variables Balance of baseline characteristics



Experiment 2) Large-scale PS matching vs RLPS in full 
population

• Number of study population = 37,445

Balance in LSPS Balance in RLPS



Experiment 2) Large-scale PS matching in small study 
population

• Number of study population = 1000



Experiment 2) Representation learning-PS matching in 
small study population (with autoencoder)

Balance of latent variables Balance of baseline characteristics

• Number of study population = 1000



Experiment 2) Large-scale PS matching vs RLPS in small 
population (n=1000)

• Balance scatter plot
LSPS RLPS



Experiment 2) Large-scale PS matching vs RLPS in small 
population (n=1000)

Large-scale PS model in small 
population (n=1000)



Representation-learning PS model 
in small population (n=1000)



Implications

• Representation Learning + large-scale PS model might be more 
robust than large-scale PS model in small study population

• It was not easy to develop highly-efficient auto-encoder using 
historical population

• Current PS model need to exclude the treatment variables, but 
I think we do not need to exclude the treatment variables to 
train auto-encoder. 

• The improvement of performance in auto-encoder may lead to 
increase overall robustness of this method



Future plan

• Empirical evaluation of Representation-learning PS model
– 1. Evaluation using negative-controls in LEGEND-HTN

– 2. Evaluation using OHDSI Benchmark framework

– I am modifying the CohortMethod package to support multiple analyses using 
encoders, now.

• [Grandiose plan] Developing OHDSI universal encoder
– Google developed universal language representation model (BERT) using 3.3B 

corpus

– Recent OHDSI’s progress, concept prevalence study and implementation of 
Andromeda, enables to build large vector space to cover available concepts 
across the network

– Once we developed universal encoder, we can fine-tune this encoder for cohorts 
of interest, and then apply it to any kind of studies we do (including PLP)



OHDSI is an ocean of observational health care data 
across the world

• OHDSI is composed of 
myriad of small-to-big 
health care databases 
across the world

• Every database joins 
OHDSI after a long journey 
just like the way a river 
joins the sea



Current challenge in OHDSI

• Our best practice recommends 
to use large-scale propensity 
score matching for new-user 
population-level estimation

• It is hardly possible for data 
partners with small-to-medium 
sized database to join OHDSI 
network studies

• This challenge becomes so 
apparent for COVID-19 research



METIS: Methods to Enable Transferring Information 
across OHDSI

• Greek word metis meant a quality that combined wisdom
and cunning, Odysseus being the embodiment of it. 

• In myth, METIS is one of 6,000 Oceanids (river), the 
daughters of Oceanus (ocean) and Tethys, which implies 
circulation or samsara 輪廻 of water.

• METIS is the first wife of Zeus and the mother of Athena. 
She empowers Zeus to think wise and deep with discipline 
after being engulfed by him.

37Les Oceanides Les Naiades de la mer. Gustave Doré, 1860s https://www.wattpad.com/86490100-the-tale-of-athena%27s-birth

https://www.wattpad.com/86490100-the-tale-of-athena%27s-birth


METIS enables us to overcome current challenge

• METIS (Methods to Enable Transferring Information across OHDSI) 
may let small-to-medium sized database join the OHDSI network 
studies and let us analyze effects of emerging treatments
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Mission, Vision, and Values of OHDSI

• Our Mission

To improve health by empowering a community to 
collaboratively generate the evidence that promotes better 
health decisions and better care.

• Our Vision

A world in which observational research produces a 
comprehensive understanding of health and disease.
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