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ELECTRONIC PHENOTYPING

Electronic phenotyping - identifying patients within an
electronic health record with a specific condition of interest

Why is this important
O  (OBSERVATIONAL RESEARCH
O  PRAGMATIC CLINICAL TRIALS
O QUALITY IMPROVEMENT
O  CLINICAL DECISION SUPPORT SYSTEMS

Key challenges
O EHR HETEROGENEITY, MISSINGNESS, ACCURACY
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BACKGROUND: ELECTRONIC PHENOTYPING

EHR
phenotyping
approaches

Rule-based Supervised learning

“Learned phenotype” using a

wider array of EHR data
E.g PheKB fields
Labor-intensive - manual -Higher throughput
review by domain experts -More generalizable

Limited portability
Key challenge: Requires
labeled cases and controls
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BACKGROUND: NOISE-TOLERANT LEARNING

“silver-standard training sets”
a semi-supervised approach where training samples are labeled automatically
(using an imperfect labeling heuristic) rather than by manual review

Intuition: noise-tolerant classifiers trained on imperfectly labeled data will

abstract higher order properties of the phenotype beyond the original labeling
heuristic
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BACKGROUND: XPRESS/APHRODITE

B Creating a silver standard
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APHRODITE VALIDATION TO DATE

e Previously locally validated for two phenotypes

O  TYPE 2 DIABETES MELLITUS

O  MYOCARDIAL INFARCTION

Cases Cont. Acc. Recall PPV Cases Cont. Acc. Recall PPV

Source Myocardial Infarction (MI) Type 2 Diabetes Mellitus (T2DM)

OMOP/PheKB definition 2 94 94 087 09/ 084 152 152 092 088 0.96
XPRESS 2 94 94 089 093 086 152 152 0.89 0.88 09

APHRODITE (750) 94 94 091 093 09 152 152 091 095 0.88

APHRODITE (1,500) 94 94 092 093 091 152 152 092 095 0.89

APHRODITE (10,000) 94 94 092 094 091 152 152 093 096 0.89

Source: Banda et al, 2017, AMIA Jt Summits Transl Sci Proc.
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OPEN QUESTIONS FOR APHRODITE

QuesTion 1

FOR SITUATIONS IN WHICH PRECISION IS IMPORTANT, CAN WE BUILD HIGH-PRECISION CLASSIFIERS
USING A PRECISE LABELING FUNCTION, WITHOUT RELYING ON TEXT DATA?

QuEsTION 2

CAN WE USE APHRODITE CLASSIFIERS AT OTHER OHSDI SITES? HOW GENERALIZABLE IS THE PIPELINE
OR THE CLASSIFIERS IT CREATES?

QuesTion 3

CAN WE ASSESS CLASSIFIER PERFORMANCE BY COMPARING DEMOGRAPHICS OF PATIENTS IDENTIFIED AS
CASES ACROSS MULTIPLE SITES?
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METHODS: DATA SOURCE

Patient extract from Stanford Medicine Research
Data Repository

1.8 million patients - laboratory results,
procedures, drug exposures, diagnosis codes

Mapped to OMOP Common Data Model v5

Stanford University



METHODS: CLASSIFIER BUILDING PIPELINE

LABS

LAB:HBAIc (High)
LAB:Blood Glucose: High
LAB:Blood Glucose: High
LAB:Blood Glucose: Normal

APHRODITE

Imperfect labeling heuristic iC05: 2500 WED: 5809
Term to Diabetes mellitus 1CD9: 790.2 MED: 4815
Concept Diabetes mellitus
Metformin
Metformin.
Cases Controls Diabetes | | |
Diabetes nos UNSTRUCTURED >i< STRUCTURED >
Metformin
Dimethylbiguanidine --

EHR feature vectors

CONCEPT CODE PRESCRIPTION LAB
. . Structured and FEATURES: FEATURES: FEATURES: FEATURES:
Learned” phenotype unstructured data fom Lo = f=
from a record is . .
C I ass If ier represented as a #Notes in which the Counts of a code Counts of a RxCUI  Counts of a lab-result
vector of features concept occurs at Total number of Total numberof  Total number of lab-
least once codes RxCUIs rslts

Source: Agarwal et al, 2016, JAMIA
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IMPERFECT LABELING HEURISTIC

Labeling heuristic - multiple mentions of disease specific
code

Patients with 2+ mentions of relevant codes considered
cases

High precision, low recall
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METHODS: CLASSIFIER EVALUATION

APHRODITE

Imperfect labeling heuristic

Cases

Controls

EHR feature vectors

“Learned” phenotype

classifier

Compared vs

‘gold-standard’
PheKB definitions
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LOCAL RESULTS

AP [J . .
5 ) 0 0 0 D cod
R i P on l¢
% 0 DC 0 0 0
. of . .
No ,0 Recall Precision Recall Precision
mentions

Appendicitis 0.05 2 0.31 1.00 0.97 0.99 +0.66 -0.01
T2DM 0.14 4 0.24 0.99 0.60 0.91 +0.36 -0.08
Cataracts 0.17 4 0.07 0.97 0.63 0.93 +0.56 -0.04
Heart Failure 0.02 4 0.33 0.94 0.99 0.56 +0.66 -0.38
Abdominal Aortic 0.04 4 0.22 0.99 0.53 0.97 +0.31 -0.02

Aneurysm
o 0.02 4 0.06 1.00 0.22 0.94 +0.17 -0.06

Epileptic seizure
PAD 0.05 4 0.18 0.98 0.91 0.91 +0.72 -0.07
Adult onset 0.36 4 0.20 1.00 0.29 0.91 +0.09 -0.09
obesity

Glaucoma 0.01 4 0.08 1.00 0.22 0.88 +0.14 -0.12
VTE 0.01 4 0.03 1.00 0.69 0.22 +0.66 -0.78
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DISCUSSION

Classifiers retain high precision + recall boost relative to the labeling

heuristic:

O  LEARNING ALGORITHM ABLE TO GENERALIZE SUCH THAT FINAL MODEL HAS HIGHER RECALL THAN ORIGINAL

LABELING FUNCTION

o SuimasLe for phenotyping tasks where precise cohorts required
Real-world prevalence used

Ten phenotype classifiers developed - construction time ~1.5

hrs/phenotype

This method does not rely on textual data
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EXPERIMENT 2: PERFORMANCE ACROSS OHDSI NETWORK

Development site Stanford Columbia SNUBH Stanford Columbia SNUBH

Validation site

Stanford | Columbia Stanford Stanford Stanford | Columbia SNUBH Stanford Stanford

Phenotype Precision

Appendicitis

T2DM

Cataracts

Heart Failure

Abdominal Aortic
Aneurysm

Epileptic seizure

PAD

Adult onset obesity

Glaucoma

VTE
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DISCUSSION

Models trained at Stanford work very well at Columbia and reasonably well
at SNUBH

Conversely, models trained at Columbia work well at Stanford

However, models trained at SNUBH do not work well at Stanford
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COHORT DEMOGRAPHICS

Phenotype Characteristic Stanford Columbia SNUBH
R Male (%) 0.52 0.52 0.51
ppendicitis Mean age 36.36 34.14 44.49
Male (%) 0.53 0.4 0.56
T2DM
Mean age 63.65 67.77 66.47
Male (%) 0.49 037 0.43
Cataracts
Mean age 67.02 75.54 68.22
. Male (%) 0.56 0.50 0.48
eart rature Mean age 65.58 70.69 72.9
D oMl A DTS Male (%) 0.75 0.68 0.79
Aneurysm Mean age 76.60 78.24 77.41
e Male (%) 0.43 0.47 0.53
PUEpHic SCIZUTe Mean age 43.83 45.57 3227
Male (%) 0.54 0.48 0.69
PAD
Mean age 70.29 7329 66.22
dult oot obes Male (%) 0.44 0.30 0.61
itonseobesity Mean age 57.73 45.18 35.9
o Male (%) 0.50 0.40 0.58
FRSORE Mean age 67.96 80.10 62.97
Male (%) 0.53 0.39 0.51
VTE
Mean age 38.67 65.02 68.46
Male (%) 0.45 0.45 0.48
All patients
Mean age 39.40 39.90 40.41
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DISCUSSION

e Phenotype models with high precision identify similar patients across
different sites

e Comparing demographics of cases identified by classifiers across different
sites may serve as a proxy for model validation

O THIS COULD BE USEFUL IN THE ABSENCE OF MANUALLY LABELED OR RULE-BASED EVALUATION
SETS

e Unclear when variation in demographics simply represents underlying
patient differences
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CONCLUSIONS & NEXT STEPS

e Classifiers built using precise training data retain high precision while
improving recall relative to the labeling heuristic

O CLASSIFIERS ARE ABLE TO GENERALIZE SUCH THAT FINAL MODEL HAS HIGHER RECALL THAN ORIGINAL

LABELING FUNCTION

e Classifiers generally perform well across OHDSI sites though this may be
limited by regional discrepancies in mapping of EHR data

O SHOULD WE BE SHARING “RECIPES” RATHER THAN COMPLETED MODELS?

e Inthe absence of manually labeled or rule-based evaluation sets,
comparing demographics of cases identified by classifiers may serve as a
proxy for model validation
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