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This pandemic highlights urgent needs

● ML algorithms (diagnosis, triage, predictive, etc.)
● Best practices for resource allocation
● Drug discovery
● Reduced disease severity
● Coordinate our efforts to maximize efficiency

All these things require the creation of a 
comprehensive clinical data set



Introduction

● Rapid, collection of clinical, laboratory, and diagnostic data from 
hospitals and healthcare plans, at the peak of the pandemic, and 
as the pandemic evolves to understand COVID-19

● Critical design elements:

○ Speed is critical. Need to collect data now, before the pandemic 
abates

○ Make access to the data fast and easy, and do not prescribe the 
analysis

○ As data models are developed, test/validate with ongoing data 
collection

○ Evolve to support clinical trials



● A centralized, secure portal for 
hosting patient-level COVID-19 
clinical data and deploying and 
evaluating methods and tools for 
clinicians, researchers, and 
healthcare 

● A partnership among CTSA program 
institutions, distributed clinical data 
networks (e.g. PCORnet, OHDSI, 
ACT/i2b2, and TriNetX), and many 
other clinical partners and 
collaborators

It is being (rapidly) organized:

Five community workstreams:
● Data Partnership & Governance
● Phenotype & Data Acquisition
● Data Ingestion & Harmonization
● Collaborative Analytics
● Synthetic Data

Introducing the National COVID Cohort Collaborative (N3C)
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“But, am I not already 
sending data?” 

N3C is synergistic with 
distributed data networks!

Centralizing patient-level 
data makes it possible to 
ask qualitatively different 
and more powerful 
questions, but is only 
possible due to each 
institution having their data 
in a common data model. 



N3C Progress

DTA finalized by NIH
Phenotype v1.0 published

APRIL  27

N3C platform provisioned in Cloud
1st DTA signed

Platform training initiated

MAY 4

NCATS C.Austin community mtg 
Phenotype & extract scripts published
Data Harmonization maps created

MAY  11

500+ members
71 requested DTAs; 17 signed

4 sites submitted data 
49  people trained
1st  ML models: intubation & AKI

Data Harmonization pipeline built

MAY 18

AMIA Kickoff

APRIL 13

APRIL 20

Workstreams launched
JHU IRB established
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N3C Community Workstreams



Data Partnerships and Governance

● Develop partnerships with 
organizations and their IRBs. 

● Execute a common data use 
agreement for contributing to and 
accessing the COVID-19 dataset. 

● Establish a Data Access Committee 
for reviewing access requests.

Workstream GOAL

John Wilbanks, 
Sage Bionetworks



Data Partnership and Governance

Data Transfer Agreement
● Facilitates the transfer of Limited Data Set into the NCATS cloud
● 71 have been sent, 14 have been signed, 4 data sets transferred, 2 data sets ingested

Data Use Agreement:  Goal is broad access:
● COVID-Related research only
● Open platform to all Credentialed researchers
● Security: Activities in the N3C Enclave are recorded and can be audited
● Disclosure of research results to the N3C Enclave for the public good
● Contributor Attribution
● No download of data

Data Access Committee:  [in formation]

Central IRB



Phenotype and Data Acquisition

Emily Pfaff, UNC

● Establish a common COVID-19 phenotype that will 
define the data pull for the limited access dataset 

● Create a “white glove” service to obtain data from 
each site by building easily adaptable scripts for 
each clinical data model 

● Ingest data into a secure location as per approved 
institutional agreement

Workstream GOAL



Support is available for all parts of this process!
Latest phenotype: covid.cd2h.org/phenotype

Documentation:    covid.cd2h.org/phenotype-wiki

Phenotype and Data Acquisition
Dual-purpose workstream: 

1. Work with the community to write and maintain a computable phenotype for COVID-19.
2. Write and maintain a series of scripts to execute the computable phenotype in each of four common 

data models (CDMs): OMOP, i2b2/ACT, PCORnet, and TriNetX.

What does it look like to run our process locally?

✔️ ✔️ ✔️ ✔️

All specifications and software shared on GitHub

http://covid.cd2h.org/phenotype
http://covid.cd2h.org/phenotype-wiki


Note: Respondents may support more than one common data model in their environment.

Why Choose OMOP for N3C?



Data Ingestion and Harmonization

● Ingest limited data sets that 
are available in their native 
data formats such as 
PCORnet, ACT and OMOP 
and harmonize them into 
common data model based 
on OMOP standard

Workstream GOAL

Christopher Chute, 
Johns Hopkins University



Common Data Model Harmonization

First Stage Ingestion

● Unpack Zip’ed  csv Files.  Check data manifests

● Reconstitute into native CDM formats

● Hybrid Data Quality checks adapting OHDSI Data Quality Dashboard

Workflow

Data Quality Dashboard (shared with site)

✔️

✔️

✔️



Data Harmonization: Transformation

NCATS Secure Cloud, Staging Area

Reincarnate 
CDM instance

OMOP

Commercial ETL tool purchased by NCATS

Second Stage Ingestion

● Repair or encode aberrant data (COVID LOINC codes)

● Transform source CDM into OMOP 5.3

● Leverage library of validated CDM to OMOP maps 

✔️

✔️



Data Harmonization: Secure Integration

NCATS Secure Cloud, Staging Area

MergeContributed Hub data 
as OMOP databases

Final Merge

● OMOP versioned data from all sources combined into analytic database

● Analytic database will transfer to Palantir Analytic Platform

Combined Hub Data as 
OMOP 5.3 instance



Collaborative Analytics

Justin Guinney, 
PhD

Sage Bionetworks

● Work collaboratively to generate insights 
related to COVID-19 from the harmonized 
limited access dataset 

● Experts in AI, ML, and other technologies 
will assist in reviewing and iterating on 
portal architecture to ensure fit-for-
purpose implementation

● Design UX and apps for diverse analytical 
users (researchers, informaticians, 
clinicians)

Workstream GOAL

Joel Saltz, MD, 
PhD

Stony Brook



Collaborative Analytics

Chunlei Wu, Scripps

Andrew Williams, Tufts

Meeting time: Fri, 4pm ET

Dave Eichmann, U of Iowa
Warren Kibe, Duke University

Meeting time: Tues, 10am ET

Peter Robinson, JAX
Heidi Spratt, UofTexas; 
Tell Bennett, UofColorado
Meeting time: Monday, 11am ET

Portals & Dashboards Tools & Resources
Resources

Clinical Scenarios & 
Data Analytics

To join a workstream or sub-group, click here
PM: rafael.fuentes@nih.gov

https://docs.google.com/forms/d/e/1FAIpQLSc8-HWWskvG64zca7ZCEGUH1qEpqEV5MMmfuySjHrhbQ3MkRA/viewform


Collaborative Analytics - N3C Secure Data Enclave



Discover

Dashboards Reports Studies Researchers

Analyze

Build

Two-factor

Auth

DAC NCATS Cloud 

Palantir

NCATS
Translator

Collaborative Analytics - N3C Secure Data Enclave



Clinical Phenotype & Predictive Analytics

Recently Achieved Milestone: Predictive Analytics Demo on N3C Platform

● Demonstration of N3C/Palantir Foundry Analytic Platform using real world data
● Limited Data Set from Wash U. ingested into the N3C platform
● N3C Platform is hosted in AWS GovCloud and is FedRAMP Moderate certified
● N3C Platform preserves attribution, reproducibility and provenance
● Clinical early warning/clinical decision support
● Machine learning demo: Random Forest Model trained on WashU data predicting

○ Invasive ventilation (intubation) - one day heads up
○ AKI 5 days out



N3C Analytics Platform



Cohort Characterisation



Time/Space Vector - Live Example



Predictive Modeling: Risk of Ventilation and AKI

Random forest model trained on 200 COVID-19 patients, 100 of whom 

required ventilation, and 100 did not.  It performs well, with an AUC of 

0.85. Shown are the top features in the model predicting ventilator 

usage as an outcome.

Using these features, we are able to see separation in a PCA 

plot between the ventilator population in orange and the non-

ventilator population in blue.



Synthetic Data

Atul Butte, MD, 
PhD

UCSF

Philip Payne, 
PhD

Washington 
University

● Pilot the generation of synthetic 
EHR data from the N3C cohort for 
broad data sharing and 
community analytics

Workstream GOAL



Synthetic Data: Objectives

1) Create a ”pipeline” that can be used to generate 
computationally derived synthetic clinical data

2) Demonstrate the pipeline by populating it with data from a 
group of 3-5 pilot sites

3) Provision access to resulting synthetic data sets for evaluation 
and use by N3C participants and broader research and 
innovation community

○ Conduct targeted verification and validation studies 
informed by “real world” use cases  (comparing results 
of analyses between source and synthetic data)

4) Plan for future expansion of collaborative, commensurate with 
overall growth of N3C and community needs



N3C Community Workstreams

NCATS N3C website: ncats.nih.gov/n3c

CD2H N3C website: covid.cd2h.org

Onboarding to N3C: bit.ly/cd2h-onboarding-form

https://ncats.nih.gov/n3c
https://covid.cd2h.org/
http://bit.ly/cd2h-onboarding-form


Question and Answers



Thank You


