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F// OHDSI PatientLevelPrediction R Package

*We have an end-to-end framework that goes from data
extraction to model development and validation.

*This has enabled us to do large-scale empirical analysis into
best practices for model development

Design and implementation of a standardized
framework to generate and evaluate patient-level

prediction models using observational healthcare
data &
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OHDSI End-to-end Framework

Patient-Level Prediction Framework

We have developed an end-to-end framework for developing and validating clinically useful prediction models using
observational data

Flexible Framework Enables Customisation

Standardize Data Standardize Data Feature Engineering Supervised Learning Standardized Evaluation

Structure Extraction old x New x Internal Validation
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Includes a library of methods that can be expanded
Methods: random forest, KNN, deep learning,
gradient boosting machines, adaboost, decision
tree and regularized logistic regression
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Many parts of the framework involve making subjective choices...
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We decided to identify the main choices and have started to investigate them




F/ How We Learn Best Practices

*Using our framework we can
measure how a certain choice
impacts the model (in terms of
calibration and discrimination)

*We have been investigating
different choices across a large

number of prediction problems ‘ ‘ . ' |

*Most of our empirical investigations SCALl NG UP

involve developing hundreds or
thousands of models!



Example Data Extraction

Patient-Level Prediction Framework ‘

We have developed an end-to-end framework for developing and validating useful prediction models using
observational data Q1) What is the best design for extracting labelled data from
claims/EHR data?

UGG LD RIS EE Q2) How much do the phenotypes impact the models?
Structure Extraction

= Q3) How to address loss to follow-up when using a cohort design?
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ST Ol (04) Should you use all data recorded prior to index for engineering
common data mode who has O during TAR . .
- features or restrict to the last year or last six months or some other
time period (addressing left-censoring)?

Q5) What is the gain in using temporal features or measurements?



Example Learning

Q1) What is the impact of data size on model {
development (learning curves) and validating clinically useful prediction models using

Q2) Does the test/train/validation design make an

: : : . ables Customisation
impact when developing models in big data?

Supervised Learning Standardized Evaluation
Internal Validation

Q3) Can we find hyper-parameter combinations per
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Q4) Can deep learning (or other advanced methods) =< External Validation

ive us significantly better performance? pds that can be expanded
g g y P , KNN, deep learning,

: - es, adaboost, decision
Q4) How to improve models transportability? logistic regression

- Can we use transfer learning to learn models using large datasets
and fine tune on smaller datasets?

- Can ensembles combining models developed using different .
databases do better in new data than the single database models?



Example Interpretation

ically useful prediction models using

We have developed g
observational data [K@Xb]

visualizations)

Standardize Data Q2) How to interpret external validation performance Standardized Evaluation
Structure (can we figure out why the performance drops or stays Internal Validation
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Q3) Is there a feature importance metric we should be
using as best practice?
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External Validation

ETL into OMOP
common data model

Q4) Is there a way to automatically simplify models?
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*Email: jreps@its.jnj.com

*PLP package:
https://github.com/OHDSI

/PatientLevelPrediction/tr
ee/master
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