Positive unlabeled learning imputation of undiagnosed and uncoded PTSD and self-harm among US Veterans
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Background

Noisy label machine learning (ML) can be used to rank-order patients by the probability of mental health conditions. 1, 3 However, due to under-coding and under-diagnosis, it is hard to calibrate a probability threshold for a desired positive predictive value (or other ML metrics) without a large representative “gold-standard” sample of people who have been clinically assessed as both positive and negative for a given condition. Mental health phenotypes are under-reported in structured electronic health record (EHR) data and administrative claims data, limiting OHDSI cohort characterization, comparative effectiveness research (CER), and patient-level prediction. We innovate and evaluate a positive and unlabeled learning (PU-learning) algorithm for estimating the true proportion of positives among patients with undiagnosed or undiagnosed post-traumatic stress disorder (PTSD) and self-harm.

Methods

Data sources: Simulated data. Veterans Health Administration (VHA) database mapped to OMOP common data model (v5.3).

1. Simulated data imputation (Figure 1):
- Data comprised 100,000 positives (label 1) and 100,000 unlabeled examples (label 0) with different fractions of positives among the unlabeled (0.0%, 5%, 10%, 20%, 30%, and 50%).
- Data were generated using the sklearn.mle-classification function with class__prior=[0.5] (a difficult classification task).
- XGBoost ML models were trained and tested with 20 iterations of 5-fold cross-validation.
- Each iteration’s ML predicted probabilities were input to a leading PU method, CleanLab, and our PU algorithm to estimate the true fraction of positives in the unlabeled set, with results compared against the known ground truth.

2. VHA PTSD data imputation. 255,643 coded PTSD cases and 934,754 controls observed 2 years during 2000-2020, with the last year blinded to assess “future” diagnostic conversion.

PTSD covariates: All condition and observation concepts (OMOP-mapped) present in the covariate windows of cases and controls (Figure 2).

ML approach and evaluation:
- Random 50% of data were used to train a model, applied to 50% test. Then a second model was built with test and train swapped.
- For each class imbalance (controls×cases), we built and averaged models over floor(controls×cases) balanced case/control sets.
- We assessed the distribution of predictions for the individuals who converted to PTSD in the final year versus those who did not.
- We reviewed charts of 50 probable but uncoded PTSD cases.

3. VHA Self-harm data imputation:
- 36,962 coded self-harm cases (coded self-harm actions) and 2,621,778 controls (no history of self-harm coded)

VHA self-harm covariates: All condition, observation, and procedure covariates over the entire period of patient observation minus the last year.

ML approach and evaluation:
- Given class imbalance (controls×cases), we built and averaged models over floor(controls×cases) balanced case/control sets.
- The probabilities from the models were used in the PU algorithm (below) to estimate the fraction of controls with self-harm.
- We reviewed charts of 50 individuals with probable but uncoded self-harm.

PU learning algorithm explained:
- Let $f(x)$, $f(x)$, and $f(x)$ be probability density functions (PDFs) corresponding to positives, negatives, and unlabeled samples’ distributions, respectively.
- We estimate $f(x)$, by finding the finite-difference estimated slope of our error function $e(x)$ changes maximally:
  
- The approach makes the selected completely at random (SCAR) assumption.

Results

PU learning algorithm estimated true class prior in simulated data that satisfies the SCAR assumption:
- Figure 3A shows that the estimated (0.1068) and true control density (10%) are almost identical when the error function (Figure 3B) was minimized.
- Our PU-learning estimates were extremely close to the truth (Figure 3C). The truth fell within the error bars, unlike the biased cleanlab estimates.

The PU learning algorithm worked on the VHA PTSD data where the SCAR assumption approximately holds:
- The PTSD model had positive predictive value<0.53, sensitivity<0.32, and specificity<0.92.
- 2.4% of those negative for PTSD were subsequently diagnosed in the holdout. The probability of PTSD among these was similar to that of coded cases (mean 0.55 vs. 0.61) and those who were not diagnosed in the holdout year (mean 0.39).
- Chart review of 50 probable patient cases without PTSD structured codes showed 18 with positive screens (with 3 subsequently diagnosed) and 32 had low evidence of PTSD.
- Figure 3D shows that the PU algorithm estimated that 7.55% of veterans without diagnosed PTSD have the condition.
- Top 10 important covariates: Age, Depressive disorder, Mood disorder, any mental disorder, anxiety, psychiatric care, adjustment disorder, abuse especially sexual, active duty injury, sleep disorder.

The SCAR assumption fails in self-harm data, and the PU learning algorithm underestimated uncoded self-harm.
- Chart review of a random 50 VHA patients with ML-imputed, but not coded self-harm, revealed 47 (94%) had clear evidence in their notes of suicide attempts and/or self-harm.
- The PU method estimated 0.43% of the uncoded patients had self-harm, which appears to be an underestimate (Figure 4).

Conclusions

- The PU method has the potential to estimate bounds on the incidence of under-coded conditions without time-consuming chart review, calibrating efforts for screening persons with undiagnosed conditions, and enhancing the statistical power of CER through inferring missing phenotypes.
- Our PU-learning method has outstanding performance on simulated data when the SCAR assumption is valid.
- For PTSD in the VHA, the SCAR assumption appears to roughly hold, likely due to an annual screening policy.
- For self-harm in VHA, the SCAR assumption appears not to hold, in our method underestimating the uncoded self-harm.
- Further work is needed to address the SCAR assumption not holding.
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