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INTRO: Target 3.802.717 220.580 visits 169.595 patients
cohort visits

Mortality Readmission Dementia

» Recently there have been rapid advances

using attention-based models in deep Outcome  36.922 25.163 (11.4%) 2370 (1.4%)
ORI (%) (1%)
earning

In attention the model learns relations Index event  GP visit Inpatient visit GP visit in 2012-
between representations of the input after 60 of adults 2014 of patients

features aged 50-79

Here we test whether attention-based Time-at-risk 30 days 30 days o years

models can outperform strong linear and Observation 1year 1 year priorto 1 year prior to
non-linear baselines on a diverse set of window  prior to index index

iIndex
tasks

METHODS
1.  We test two models, RETAINZ which is a

recurrent neural network with attention on . .
the hidden states. We use the same train-test splits

We also test a transformer which is a pure from the PLP package for all
attention-based model models
We test a transformer both from scratch

and using reverse distillation (SARD) where Non temporal features are

It learns from a strong linear baseline concater)ated to visit
model?. embeddings for the deep models

The two baselines are an L1 regularized The transformer uses sinusoidal

linear model (LASSO) and gradient boosted position em beddings
trees (catboost)

We test on three tasks on data from the

IPCI (www.ipci.nl ) database from the
Netherlands: : —— Lasso AUPRC: 0.297

1. Mortality within 30 days from GP | —— CatBoost AUPRC: 0.267

visits of patients older than 60. REVR ALERCIU S
. —— Transformer AUPRC: 0.323
Dementia in next 5 years after a

SARD AUPRC: 0.341 Code available at:
voed between 5079 ' S //github.com/mi-erasmusmc/Sard

aged between 50-79

Readmission within 30 days after

an inpatient visit of adults.
Conditions, procedures and drug exposure
are extracted from the year before the
Index visit.
We use the PatientLevelPrediction* (PLP)
package to extract features, we remove
features occurring in less than 0.1% of
patients/visits and normalize continuous

features. 4 B P 4 05 0 7 08 09 1 < AUTHORS: Egill Fridgeirsson,

We use a 50-25-25 split for training- David Sontag Peter Rijnbeek
validation-test sets

1. For Lasso we use a grid search
with variances from 0.01-20.
For all other models we use a
randomized search with 100
iterations to select best
hyperparameters on validation
set

Precision-recall curve mortality

O

Work will eventually be
part of the deepPLP package at:
ithub.com/OHDSI|/DeepPatientLevelPredicti
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