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July 12: New Adopters & Community Members

Our July 12 Community Call will be focused on new adopters of
the OMOP CDM or new members of the OHDSI community.

We are welcoming people to introduce themselves, share why
they have joined the community and what impact they hope to
make, and also ask a question to the broader community (if you
wish). If you would like to take part in this event, please fill out
this form to help us plan the session:

) @OHDsI www.ohdsi.org #JoinTheJourney 3 ohdsi


https://docs.google.com/forms/d/e/1FAIpQLScbQ-CkJ4mhT8deebcirP7EDCZw3YJ_S6WQ9hlBXuC0k9NS8w/viewform

Three Stages of The Journey

Where Have We Been?

I
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/X A Record-Setting Submission Year!  §

Thank you to everybody who submitted brief reports to join our
#OHDSI2022 Collaborator Showcase. We had a record amount (

) of submissions for poster presentations, software demos
and oral presentations for the 2022 OHDSI Symposium, which will be
held Oct. 14-16 in Bethesda, Md.

The scientific committee meets this week to begin the process of
reviewing all submissions, and

-
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OHDSI Shoutouts!

Any shoutouts from the
community? Please share
and help promote and
celebrate OHDSI work!

Have a study published? Please send to so we
can share during this call and on our social channels.
Let’s work together to promote the collaborative work happening in OHDSI!

0 @OHDSI www.ohdsi.org #JoinThelourney 3 ohdsi
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Three Stages of The Journey

Where Have We Been?
Where Are We Now?
Where Are We Going?

i
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Upcoming Workgroup Calls

Tuesday 12 pm Common Data Model Vocabulary Subgroup

Tuesday 3 pm OMOP CDM Ongology Outreach/Research Subgroup
Wednesday 11 am Open-Source Community
Wednesday 12 pm FHIR and OMOP Terminologies Subgroup
Wednesday 7 pm Medical Imaging

Thursday 10 am Data Quality Dashboard

Thursday 12 pm FHIR and OMOP Oncology Subgroup

Friday 9 am GIS — Geographic Information Systems
Tueesday 10 am Common Data Model

) @oHDsI www.ohdsi.org #JoinTheJourney 3 ohdsi



EHDEN Portal/Data Catalogue

The EHDEN Portal, which provides free
access to the research community, was
launched at the 2022 OHDSI European
Symposium. The Portal includes a Data
Partner Catalogue (140 partners, >500M
anonymous patient records) and o .. . "°"°' "
Feasibility Dashboards that support data 4 :
discoverability (findable under Findable,
Accessible, Interoperable and Reusable
(FAIR) principles).

Data
Analytics

0 @OHDSI www.ohdsi.org #JoinThelourney 3 ohdsi



OHDSI EHR Data Survey

m MPhilofsky Melanie Philofsky 6h

Hello friends with EHR data,

One of the Healthcare Systems group'’s objectives this year is “To provide support for transforming
source EHR data to the CDM". Currently, we provide support through answering questions on the
forums and during our regularly scheduled work group meetings. Another product we would like to
provide to the community is a central repository of different OMOP sites, their underlying EHR system,
and attributes. This will allow new OHDSI collaborators to find and reach out to sites with similar
infrastructure, EHR systems, and/or research goals. Participating in this survey does NOT commit you
to being a mentor, providing your ETL script, or even answering your email. However, we hope you
embrace the spirit of our open source community and contribute to the cause. We all learn as we
OMOP our data. I've been very active in the OHDSI community and digging deep into EHR data for 8
years, and | still learn something new every day. But | think all persons in any field of science continue
to learn because science is continually evolving. Here's the link 1 to the google form.

® Reply

0 @OHDSI www.ohdsi.org #JoinThelourney 3 ohdsi



Professor announced an
opening for an epidemiologist to work with
his team at Erasmus MC.

This position will be responsible for all
aspects of observational research including
protocol writing, input in the statistical
analysis plan, study execution,
interpretation of results and
report/manuscript writing.

The application deadline is July 8, 2022.

0 @OHDSI www.ohdsi.org

Job Openings

Erasmus MC

University Medical Center Rotterdam

Epidemiologist
Published Deadline Location I
7 Jul Rotterdam \r

This research will be performed in close collaboration with the
Observational Health Data Sciences and Informatics (OHDSI) initiative,
which is a global, multi-stakeholder, interdisciplinary collaborative to
bring out the value of health data through large-scale analytics , and the
EU-sponsored European Health Data and Evidence Network (EHDEN)

which develop frameworks to generate reliable real-world evidence.

In your function as Epidemiologist you will be responsible for all aspects of
observational research including protocol writing, input in the statistical
analysis plan, study execution, interpretation of results and
report/manuscript writing.

#JoinThelourney [J ohdsi



Odysseus Data Services (Odysseus) has an exciting opening for an Epidemiologist. This role will be responsible

(]
for supporting the development, maintaining, and troubleshooting of the cutting-edge distributed solutions in
the Real-World Evidence (RWE) area, utilized by the researchers in Pharmaceutical, Healthcare and Payer
industries. Odysseus is looking for a self-driven individual who can hit the ground running, quick learner and

wants to be a part of our dynamic global team.

Responsibilities
* Lead and contribute to the design of observational database analysis, including authoring protocol,
reviewing and providing relevant epidemiological and project-specific comments to statistical analysis
° plans and analysis output
Participate in the design and development of standardized analytic tools to generate reliable and
0 d y S S e u S D a t a S e rv I c e S reproducible evidence in a network of observational data
Contribute to the execution of observational database analyses using standardized analytical tools and
writing statistical packages
t I d t Contribute to the dissemination of scientific information through technical reports and publications in
re C e n y a n n O u n C e W O peer-reviewed literature.
Work closely with healthcare and pharmaceutical customers to identify their needs
Contribute to the development of complex phenotypes using advanced analytic approaches (i.e.

L]
O e n I n S O n e fo r a n machine learning, incorporating unstructured data sources using NLP, etc.)
) Qualifications

« Graduate degree (MS, PhD, MD, etc) in epidemiology, biostatistics, pharmacy, public health or related
clinical discipline plus two years' experience in observational research. PhD preferred

L ] L ] L ]
e I d e m I O I O I St a n d O n e fo r‘ a « Experience in designing and conducting healthcare studies and in development and applications of
advanced analytics solutions
« Strong epidemiology and biostatistics background
d . .
ata scientist.

« Experience using OHDSI tools and analytical methods is a big plus

Odysseus Data Services (Odysseus) has an exciting opening for a Healthcare/Clinical Data Scientist. This role
will be responsible for supporting the development, maintaining, and troubleshooting of the cutting-edge
distributed solutions in the Real-World Evidence (RWE) area, utilized by the researchers in Pharmaceutical,
Healthcare and Payer industries. Odysseus is looking for a self-driven individual who can hit the ground running,
quick learner and wants to be a part of our dynamic global team.

Check out the links on the —

* Lead and contribute to the design, development and documentation of standardized analytic tools that
o will be executed against a network of observational data
CO m m u n I ty C a I I S p a ge O r re a C h * Lead the execution of observational database analyses using standardized analytical tools and writing
statistical packages
* Provide technical support for the data and analysis infrastructure and scientific support
t t b f t h * Contribute to writing of protocols and statistical analysis plans, methods development, conduct of
O u O a m e m e r O e simulation studies and statistical/mathematical modeling studies
* Lead and contribute to the development of complex phenotypes using advanced analytic approaches
(i.e. machine learning, incorporating unstructured data sources using NLP, etc
O d S S e u S t e a m t O I e a r n m O re I « Contribute to the dissemination of scientific information through technical reports and publications in
y e peer-reviewed literature.
* Lead and contribute to the development of novel analytic tools and techniques to leverage the EHR data
for rapid, reliable and reproducible evidence generation

0 @OHDSI www.ohdsi.org #JoinThelourney 3 ohdsi



r 2022 OHDSI Symposium

‘) N .1t

Registration is OPEN for
[

The 2022 OHDSI Symposium
will be held Oct. 14-16 at the
Bethesda North Marriott Hotel
& Conference Center.
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The OHDSI Journey: & Creating Cohort Estimation
Where Are We Going? =Y J Definitions "N

y Asieh Golozar

: Phenotype Evaluations t  Prediction
r.“"' -‘

OMOP Common Data
= @ Model and Vocabulary

)
' Gowtham Rao

A" ETL — A Source Database @ Characterization The OHDSI Journey: Where
-8} Into OMOP CDM & ‘ = & Do We Go From Here?

J Kristin Kostka
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Workgroup Activities

Saturday, Oct. 15, and Sunday, Oct. 16

Saturday, Oct 15
Start Time (ET) End Time (ET)
800 900 FHIR-OMOP: Terminologies
900 1000 HADES Hack-a-thon: Part Oncology WG ‘ Subgmup, Part 1
1000 1100 1 FHIR-OMOP: Increasing the Value of
1100 1200 Data Through a Rich Set of Attributes
1200 1300 Tutorial Lunch Lunch Lunch
1300 1400
1400 1500 Oncology WG (continued)
1500 1600
1600 1700
1700 1800 FHIR-OMOP: Terminologies
1800 1900 Subgroup, Part 2
Sunday, Oct 16
800 900
900 1000
1000 1100
1100 1200
1200 1300
1300 1400
1400 1500
1500 1600
1600 1700

) @OHDsI www.ohdsi.org #JoinTheJourney 3 ohdsi



Why predicting risk can’t identify
‘risk factors’: empirical assessment
of model stability in machine
learning across observational
health databases
& PRESENTER: Aniek Markus
(a.markus@erasmusmc.nl)
CO-AUTHORS: Peter R. Rijnbeek,
Jenna M. Reps

INTRODUCTION:

+ Some researchers incorrectly interpret prediction
models:

+ Interpreting selected variables as factors
that cause the outcome

+ Using selected variables for "risk factor
detection (i.e. to identify variables
associated with the outcome)

+ Weillustrate potential issues by investigating the
stability of >450 prediction models in a large-scale
eexperiment, investigating model changes across
databases (care settings) and phenotype
definitions.

METHODS:
1. We developed models using LASSO logistic
regression for nine prediction tasks: predicting
nine COVID-19 vaccine outcomes of interest (O)
identified by the U.S. Food and Drug
Administration for the general population (T) in
the next 1 year (TAR)
2. Measure model stability:
Q1. How many variables are selected across models?
Q2. Are the same or different variables included
across models?
Q3. Is the direction of the effect of variables the same
across models?

RESULTS:

* Q1: A higher number of outcome cases generally
leads to more variables being selected using (Fig 3).

* Q2: Overall model stability was poor, slightly

e. most important) variables (Fig 4).
The impact of different target/outcome phenotype
definitions was limited, but the top 10 variables
differed across databases (Fig 1).

+ Q3: The sign of the coefficient can vary greatly
even for the top variables (Fig 2), less selected
variables seem more likely to switch sign.

This project has received funding from the Innovative Medicines
Initative 2 Joint. Undertaking (IU) under grant agreement No
it e JU_receives support from the European Urion's
Horizon 2020 research and innovation programme and EFPIA.

Gmp efpia |

TAKE AWAYS:

There is substantial variation in the selected
variables across models.

Different databases lead to different 'ri

Be careful interpreting prediction S

We recommend investigating model robustness
across settings or using other techniques for 'risk
factor’ detection (e.g. univariate analysis).

models as the identified ‘risk —

General  Acute myocardial CCAE,

population infarction, Anaphylaxis, ~ Optum EHR,
Appendicitis, Optum DoD,
Disseminated MDCD,

factors’ appear to depend on .

uillain-Barré syndrome, JMDC,
Hemorrhagic stroke, Non- MDCR
hemorrhagic stroke,
Pulmonary embolism

study design choices. S ——

HI = TTHI o TTH Non Homarhagic Svoko
o Myocaral narcion

75 ncaphaiomyelts
Gt Bare Sync

Overlapin top 10 variables
$

Tasks

Figure 1. Overlap in the top 10 variables as defined by
counting the number of common variables between each pair
of models for same/different database (D), target population
definition (T), outcome definition (O) across models

o ¢ 7
M A y:
P — ——
o H » ’
B [ [N £, Encesnaomyws Gutan Bare Syndrome.
MMW Dt Do |
o Ll ,
| [ ——————— . e i i .
g‘” Figure 3. Number of outcomes vs the number of
20 ig" selected variables per prediction task.
Fo 1'].' [ | - | Jo=y
W ] TN -
§ I Db e [ e )| it o 2 ‘ B
i : C o
o p 1]
- / Task
) t i N pH——
g ey 3 o
Variables o / (o
Figure 2. Graph visualizing the number of times variables are [l =
selected and the percentage of times these variables had a Gulen Same 8yrome
positive or negative sign for each prediction task. Noguieira ft 5;1201‘8#:
s et 5%

g :
Avago o ctcome cose k(0 -%)
Figure 4. Model stability (stability estimator Noguieira
et al. 2018) vs the average number of outcome cases
across prediction tasks.

Erasmus MC Health
Data
Science

-
EHDEN 2 00

Why predicting risk can’t identify ‘risk factors’: empirical assessment of model
stability in machine learning across observational health databases

MONDAY

Lead: Aniek Markus
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#OHDSISocialShowcase This Week

OMOP Genomic mapping capacities in conversion of comprehensive genomic profiling results

Maria Rogozhkina?, Vlad Korsik!, Varvara Savitskaya', Alexander Davydov!
! - Odysseus Data Services
Introduction Results

Omics data (genomics, proteomics, metabolomics and etc) tends to be the most important

data currently because of is possibility to influence decisions in a variety of medical fields = o P
The primary aim of this study was to evaluate the efficacy of representation of genetics data c H 5 H 228 %
by OMOP Genomic vocabulary. We utilized a real world data depersonalized database (so that 2 5 g . ¢ 24 JEE £
it can be applied to any enriched genomic data format such as FMI (FoundationOne), VCF |3 o =5 & / [N 582 25 S%F 2%
(Variant Call Format), GFF (General feature format) and others) to test the conversion capacity 5 E 58 £ | 58Y FEg ZEE e
of the vocabulary. s 3 3z H gei S 35E 84 \
Th aim was to define world database test 8 2 2¢ § =8e 5% gFs 23 ——
8 S 5 BEE 23 99.5% by 2 target
results (it s one of the most commonly used comprehensive genomic profiling systems 3 T t } [ TEEE t T \\mmm; ®
worldwide). < R messurement +value
Met h Od s Aol deleton METlampfication JAK2pBY0= 2490654 BRCAL p KIIESR ¢ I548A>G
1.6% by 1 target
: 5 | 077%by 1 target concept oy e

We processed v P areal lu 2 _ i e g
comprehensive genomic profiing systems. B H 2
o Source_data_type_1 imber = CN (i.e. amplification or deletion), <l 28§ H og
« Source_data_type_2 = short variant = SV (a single nucleotide variations or small S 8c3 . £53352

insertion/deletion) I 2E¢ H 22588 - data about position is
« Source_data_type_3 = multiple myeloma genetic data = MMGD. & § SE35% g o of e oncepe

H £388¢ s mapned 1o Protein
F] fevel

The conversion was performed on CDM 5.4 version with OMOP Vocabulary version: v5.0 H
09-APR-22.

Among The CN table we analyzed 6 033 de-identifed records with name of g, For copy number table e data wasperformed o sk of approp reslsnneed  coses of nuclotide
synanym name, type of mutation (amplification or deletion) and copy number. e ofboth and P e may be achieved in Despite almost perfect (39,95%) SV table’s records mapping.to OMOP Genoric concepts the
Ty asne_sm CrTIERE T G 99,7%of cases andits cemantie coverage remains (mproper

value.
a smay st deetion Full semantic match s atributed to 1,3% of codes were targeted to RNA Variant and 0,3%of
In contrast, precoordination resulted in coverage of 0,7% of data, with absolute (one-to-one]
= o =y smpitcton 5 8 e e s codes were mapped to Protein Variant. Leftover concepts (97,7%) were targeted to Genatic
E s e et - g Variation Le. uphill m3pping is the major storing strategy.
For mapping automation we applied the full-match approach with subsequent manual 9% coverage of — — 30% coverage
curation. Every distinct source name of the gene was a full name counterpart in e prcadre st . " of cytogenetic Coverage rate
approach. In inati source name of the gene sbnonmalty LT £ Cromosame g 1971 el Modeling | Mapping |G Al Al
and type of mutation were a ful name counterpart, The st of targets was aggregated by N i S Tolename L ach | Rate | coversge |eoverge T |<oordnre
concept_id st of preferred names and synonyms. b N i / \ - ‘ coverage
|
) / pre B0 “oo% | —100% S 00%

Single Nucleotide Variation table includes 233 793 records with information about the N w Post |-100% | —100% 0% 0%
gene, substitution in DNA, RNA and protein with position, number of chromosome, type of P ore e S0 B NA
alteration, sequencing coverage and many other (22 columns). Here are shown only the most specinen @ postve o~

, seq 3 g v c ) ly R = . Post ~100% —100% [ —100% NA
important ones ]
source_table_name gene  RNA protein dvomerome  codingtype sequencngcoverage
TR Fre e e e Explicit, 10-1 requestis a o Genomic to PPropr types
evends . o amesh provide the way to reflect , the need d method
Sorendes At amLC kT avs e 4350 bute targeting to
Sonedes s amer e e e 572

Both protein and RNA columns are filled well so source_concept_name was compiled as -
gene, RNn proven A s we e comverion o he RV caur, f nthing o o, Conclusion

mapping on the Genetic Variation class . . . .
OMOP Genomic vocabulary covers a large number of needs well, but some improvements are also needed. It is required to:

MMGD is a little. i 33 rows with informatic i method,
gene and type of abnormality with alllisted fields used to define source_code. « perform deduplication and expand the list of synonyms for a better search using Clingen database
specimen method sone increase the number of concepts to cover a larger number of cases: transfer information from DoCM and Cancer Hotspots, take Clinically
Bane Marmow Aspirate sk Tudste) relevant variation from ICGC to the OMOP Genomic vocabulary.
et oy e et make the genomic LOINC/SNOMED etc concepts non-standard, and then map them to the standard OMOP Genomic concepts.

prevent “combinatorial explosion” by allowing postcoordiantion at least for Copy Number changes

r OH DSI N ODYSSEUS ratify the logic for storage of method and specimen

DATA SERVICES

OMOP Genomic mapping capacities in conversion of comprehensive genomic
profiling results

TUESDAY

Lead: Maria Rogozhkina
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#OHDSISocialShowcase This Week

“Perseus”: Design and run your own ETL to CDM

&
werseus Anton Ivanov, MS?, Samus Sergey, MS?, Alexander Efimov, MS?, Maxim Draschinsky, MS?, Dolotova Maria, MS!, Matvey Chudakov, MS?, [ﬁﬂ SOftV\{O re
country

Karpushina Anna, MS*

ISoftware Country Georgia LLC, Thilisi, Georgia

Background

There are several opensource ETL tools designed for CDM and available for OHDSI community. Tools for
code mapping and quality control provide a good starting point to design ETL process for getting COM
but ETL implementation still requires technical skills in programming languages and platforms.
Presented solution addresses this need and provides a visual designer for ETL implementation targeting

CDM.

“Perseus” is of Web for ETL and engine for: conversion of native
data into CDM, data quality check, code mapping, generating ETL document and vocabulary search.

/ AN
| Jd ¥ % | 8]
BB
DQD /

ETL
Ul Athena

Native
Database

Specification

Perseus
“Perseus” has instruments for all major steps of creating an ETL.

Step 1: Scan source data

Use White Rabbit scan report
or scan the source data directly

‘Source cokmns (126) Source bl (23)

¥< OHDSI

Contact: info@softwarecountry.com

Step 2: Create the Code Mappings

Step 3: Design and run ETL

Visually map raw data to COM
Embedded set of transformations
Embedded set of lookups
Combine source tables

Combine fields into groups
Configure conditional mappings
Automatic era creation

0 Automatic domain switching

Step 4: Quality Control

DATA QUALITY ASSESSMENT

¥ Integrated Data Quality Dashboard

Conclu ons

“Perseus” reduces the time spent on manual processes such as writing code and mapping source
data to target systems. The configuring and running ETLs with “Perseus” makes it repeatable,
shareable and saves time.

References:
1. Perseus - https://github.com/SoftwareCountry/Perseus
2. White Rabbit, and Rabbit-in-a-Hat h githut

3. Usagi - https://github.com/OHDSI/Usagi

4. Achilles - https://github.com/OHDSI/Achilles

5.0QD- /s ountry/DataQualityDashboard
6. CDM Builder - https://github.com/SoftwareCountry/ETL-COMBuilder

Perseus Design and run your own ETL to CDM

Lead: Anton Ilvanov

www.ohdsi.org

#JoinThelourney
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Asthma/COPD research has a lot of potential to !nc::iﬁ';dgﬂﬁegﬁedimon

UsZ'lg ge;:.spa:ial a;.zprofaches methods
and machine learning for F A R A +  Has geospatial/geostatistical
e copD benefit from machine learning algorithms and apoaches | Eeosatel
outcomes: a systematic *  Explanatory variables include
review geospatial approaches, especially if combined e o e o)
Enriching OMOP CDM . . « Main outcome is COPD and/or
“PRESENTER: Daniel Jeannetot with observational data. Asthma related
djeannetot@erasmusme.nl + Population should be 18 years
Most papers approached old or above.
INTRO: Excluded (Abstract): 546 o o
RO: . spatial information in two )
Asthma & COPD are major . Search term categories
contributor to morbidity and Included (Title): 669 steps: use of geospatial
i i Embase: 1,044 1. Asthma and/or COPD AND
mortality worldwide. OMOP CDM -
databa:; provide a unique [epEeawereg models to estimates an 2. Prediction models (OR.
. : . 1st Round screening: 1,805 : Modelling, Machine Learning
opportunity to enrich Electronic ' environmental factor etc) AND
health records with geospatial data er . 3. Spatial (OR geostatistical; geo®,
and machine learning approaches dentification: 2,628 Full text review: 1237 exposure (e.g. specific air iy aOre &
to improve patient-level ectine: 887 FINAL SELECTION: 512 [ olo [ [ IRV IHES (4| 4 ADULT (NOT children, etc.)
prediction. This systematic review 5 .
shows that this is still an untapped location)! tof then]lintegrate
approach which large potential for Web of Science: 598 Excluded (Title): 1,136 values in non-spatial Key points
exploration .
- s ekl (2 «  Population varied greatly in age
METHODS £ Google Scholar top 100: 67 Duplicate: 823 linear, multivariate, etc), groups and sample )Size {min=
= Cochrane Central Register: 32 . . . 105, max= +50000)
1. Systematic review following removing specific geospatial *  Scale greatly varied but
PRISMA guideline generally local

and geographical processes

<10 papers used Machine

2. 4 databases queried leaming algorithms

3. 3 reviewers involved in full text information. + Most geospatial approaches are
review The type of scale used varied greatly, 2 steps

4. 12 specific characteristics for * <10 papers used specific

with  most papers using a local . geostatistical tools
OHDSI provides a coherent and and Inconsistent quality and

o . - application of geospatial tools
readily available infrastructure to

data extraction including type of

models (ML/non-ML), spatial administrative level (e.g. counties,
scale, spatial approach.

neighbourhoods), thus local, but hard to

. he[p As[hma/COPD research = Daniel Jeannetot, Johnmary
RESULTS compare or generalize. Only a few used ' Arinze, Victor Pera,
. - leverage observational data, Peter Rijnbeek, Katia Verhamme
+ 1805 papers screened. grid-based spatial data, and even then . ) .
+ 123 Papers fully reviewed . . machine learning, and geospatial
+ 51 Articles making use of the resolutions ranged from 5m grid to
ol . . . approaches for very large-scale
geospatial approach and 1km grid and beyond, leading to widely
modelling to measure and alyses

predict asthma/related disparate estimates and areas.
outcomes.

OHDSI

Using geospatial approaches and machine learning for asthma and COPD
THURSDAY outcomes: a SyStematiC =E

Lead: Daniel Jeannetot
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A pilot study to evaluate the feasibility of using OHDSI analytical tools for supporting safety surveillance

Ceyda Tugba Pekmez Kristiansen’,

OHDSI analytics tools have promising potential for

utilising real world data sources to support validation of

safety signals.

Aim Key results

Figure 1: Comparative new user cohort definition

+ Real world data sources (RWD) can support
validation of safety topics especially when

the evidence from traditional safety data S

v compartr conort

sources s scarce Mo mome: ot s
+ Acute cholegystitis and acute cholelithiasis ATC o A ana 05D
are_known risks for Victoza® (iraglutide) Qb e [rrm—
and saxenda® (iraglutide) (1), o on
« Aknown risk for liraglutide was chosen for £ oy
the pilot study to evaluate the feasibility of 7 dapsof ency 7 doyot ey
implementing _population level _effect v  Nopnorcutcome
estimation into the safety surveillance s P = 160644
process using the OHDSI analytics tools. Outcame o
et chlecyss condiion
Methods B )
+ An_observational new-user cohort was
created for target drug  exposure  gigyre 2: propensity score distribution before and after the propensity
(iragiutide), comparator drug exposure ¢ 910 2 FLAReT
(sulfonylureas or SGLT-2 inhibitors), and the
outcome of acute cholecysitis defined by
the SNOMED code 65275009, stoe mcchng 13ps ot
+ The study cohorts were created using o E— (IS

Truven MarketScan _employer based
insurance claims data (2). Qualifying target
and comparator cohort are shown in Figure
1

+ 1:3 propensity score (PS) matching was
performed including age, gender, parity,
body mass index, retinopathy, nephropathy,
neuropathy, cardiovascular diseases, and
obesity as covariates (Figure 2)

+ Survival probabilities for acute cholecystitis
were compared using HADES packages (3).

INovo Nordis AYS, Glabal Safety, Safety Surveilance, Saborg, Denmark
Presented a the European OHDSI Symposium, 2022.06-24, Roterdam, The Netherlands

Figure 3: Survival probability and the hazard ratio

Coxproportional H:
226,CL(1.70-3.03]

Minimum detectable:
reltiverisk:
1622017 (56)

L confidence nterval HR, hazard ratio; S, standard error

30869 subjects from the target cohort were eligible for the PS matching within 0.2
Standardized logit scale.

67378 subjects with comparative drug exposure were matched to the target drug cohort
based on the propensity scores.

71 subjects from the target cohort and 83 subjects from the comparative cohort have had at
least one condition record for acute cholecystiti.

The prevalence of acute cholecystitis was 230 per 1000 subjects for the target drug cohort,
and 1.23 per 1000 subjects for the comparator drug cohort.

Survival probability of the target drug cohort diverges from the comparator drug cohort,
especially after the first 100 days (Figure 3).

+ The minimurn detectable relative risk was 1.62 + 0.17 (power=0.8, alpha=0.05). The target

drug was associated with a higher risk of acute cholecystitis over a median three-month
follow-up period (HR 2.26, 95% C1 1.70 - 3.03) Figure 3).

#OHDSISocialShowcase This Week

Summary

+ A new-user comparative cohort study was
conducted to evaluate the value of
implementing _population level ~ effect
estimation in a RWD setting,

« The application of the OHDSI analytics
tools supports a  previously validated
safety signal of acute cholecystitis
following the exposure of liragutide.

Conclusion

« Application of the CohortMethod R
package supports a known risk of acute
cholecystits for liraglutide on a real-world
data source.

+ OHDSI analytics tools have promising
potential for utiising real world data
sources to support the validation of safety
signals.

+ Next steps will be a new test case for
another  therapeutic area _including
negative outcome controls and the data

driven selection of covariates.

A pilot study to evaluate the feasibility of using Observational Health Data
Sciences and Informatics analytics tools for supporting the validation of safety

signals
Lead: Ceyda Pekmez

www.ohdsi.org

#JoinThelourney
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TROY: Trials Replication
through Observational
study by Yonsei

p

NTER: Jaehyeong Cho
INTRO

When it s difficult to generalize the
results of RCTs, a retrospective study
with well-controlled confounding factors
through replication of the RCT design
using observational data can be a
complementary alternative.

When it s difficult to generalize the
results of RCTs, a retrospective study
with well-controlled confounding factors
through replication of the RCT design
using observational data can be a
complementary alternative.

METHOD

1. The two common data model (COM)
databases used in this study are
Yonsei University Healthcare System
(YUHS) CDM database and Ajou
University School of Medicine
(AUSOM) CDM database.

2. The population of interest are as
follows: 1) a group of patients that
were as close as possible to the
recruitment target of each pivotal
RCT to be replicated (group 1), and 2)
agroup of all patients used by having
an indication for the drug (group 2)

3. The 15 randomized clinical trials to be
replicated in the TROY project are
shown in Table 1.

Table 1. Replication st of pivotal randomized
clinical trials considered in this study.
= Torst ot

4. We compare outcomes between
drugs (and classes) for each pivotal
RCT emulated using the packages
included in HADES (formally known
as the OHDSI Methods Library).

TROY: Trials Replication through Observational study by Yonsei

Lead: Jaehyeong Ch

www.ohdsi.org

This is ongoing research

We initiated the ‘Trials Replication
through Observational study by
Yonsei (TROY) project to generate
large population-level evidence for
15 pivotal RCTs in the real world:

Type 2 diabetes mellitus, atrial arrhythmia, acute coronary

syndrome, and rheumatoid arthritis

Scan QR code link to
GitHub repository

(0

RESULTS

This is ongoing research. CohortDiagnostics was
performed by replicating pivotal RCTs for
three anticoagulants (ARTISTOTLE, ROCKET
AF, and ENGAGE AF-TIMI 48), and the
number of identified patients is presented in
Table 2.

‘Table 2. Number of patients identified in the
YUHS and AUSOM database.

Togst Comparsor  VUNSCOM  AUSOM COM
du o ___gowd lasup2)
xponre

AUSOM CDM

Figure 1 shows the comparison of patient

characteristics between group 1 and group 2

for Apixaban.
Jaehyeong Cho' boyinai03@gmail com), Chungsoo Kim?
(ted9219@ajou.ac.kr), Kyulee Jeon?

J Ju-Young Shin‘ K. edu),

Rae Woong Park® (veritas@ajou.ac k), Kyung Won Kimé
(kkim@yuhs.ac), Seng Chan You!Z
(seng.chan.you@ohdsiorg)

1Department of Biomedical Systems Informatics, Yonsei
University College of Medicine, Seoul, Republic of Korea
ZInstitute for Innovation in Digital Healthcare, Yonsei
University, Seoul, Republic of Korea

of Medicine, Suwon, Republic of Korea
“School of Pharmacy, Sungkyunkwan University, Suwon,
Repubiic of Korea
SDepartment of Biomedical Informatics, Ajou University
Graduate School of Medicine, Suwon, Repubiic of Korea
“Department of Pediatrics, Yonsei University College of
Medicine, Seoul, Republic of Korea

YONSEI

UNIVERSITY
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EHDEN Platform
Roadmap

& PRESENTER: Michel Van Speybroeck

INTRODUCTION

EHDEN has currently 140 Data Partners
engaged. The EHDEN platform will now allow
these 140 Data Partners and other stakeholders
to participate and lead real world studies with a
focus on reliability, robustness and ease-of-use.

METHODS

The EHDEN platform is based on a set of core

principles:

o Maximum use of available (OHDSI)
components

a

Additions will be open source as well

o

Data privacy by Design

Supports full study lifecycle: exploration,
feasibility, ~execution, result collection,
dissemination

o

o

Study results through interactive dashboards

EHDEN Platform Capal

————————>

2021

Version O

EHDEN Academy

y Development

2022

Version 1

——

Data Partner Overview
EHDEN Portal
Database Catalogue
Network Dashboards

SSO through Life

Science

General Accessibility

2022

Version 2

Feasibility Studies
EHDEN Portal
Database Catalogue
Network Dashboards
Arachne
Atlas

Study Level Security

Full Study Execution and
Results Dissemination
EHDEN Portal
Database Catalogue
Network Dashboards
Arachne
Atlas
EHDEN Evidence Hub

#OHDSISocialShowcase This Week

Currently Available in the
Data Catalogue

Information on 67 data partners

+ Description of the database

Demographic coverage

Type of database (hospital / registry / GP /..

Data Governance and Ethics

Publications
Database Dashboard (see below)

Currently Available in
Network Dashboards

Info on 35 data sources covering 44 Million
patients

Filters on country, database type, data source

Gender Distribution

Age at first Observation
Year of Birth

o Extensible Modular framework Version 1 Version 3 .
o Robust and integrated security managerent (AVAILABLE NOW): fant'iclpated availability by YE sant?clpated availability by YE ::Z:jge number of records per person per
© Make the data FAIR 2zl 23k « Data Provenance
- View the metadata on 67 Perform study feasibility Full study execution including + Longitudinal (observation period) coverage
of EHDEN datapartners assessments across the sharing of results in * Visit Types

RESULTS Navigate through the EHDEN network interactive web applications + Number of record counts / descendant records
The EHDEN platform will consist of the network dashboards + Determine the size of the per OMOP Concept / database
following components: covering > 40 Million eligible patient population
o The EHDEN portal (https://portal.ehden.eu/) patients / 35 da_tabases across the network for a

as the point of entry for all EHDEN related Understand which research question

evidence generation capabilities databasgs are covering Understand the variables
o An EHDEN network study execution platform which diseases / drugs / present for the cohort(s) of

based on ARACHNE procedures interest

A study design component using Atlas
(https://ohdsi.org/software-tools/)

The EHDEN database catalogue contains
metadata on all data sources

o The  network  dashboards offering
summarized univariate statistics on the
mapped data sources

EHDEN Academy for the dissemination of
training content (https://academy.ehden.eu/) Scan QR fo
The capability to share the generated portal
evidence through the EHDEN evidence hub <
Single Sign On through Elixir (recently
transitioned to Life Science Login)

o

2 Michel Van Speybroeck, Maxim Moinat,
Julia Kurps, Sebastiaan Van Sandijk, José
Luis Oliveira, Peter Rijnbeek

o

EHDEN

o

°

OHDSI

The EHDEN Platform Roadmap
TUESDAY

Lead: Michel Van Speybroeck

@OHDSI www.ohdsi.org #JoinThelourney
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A standard ETL process from
REDCap to OMOP

= Francesco Pozzoni

INTRO:
+ Building an ETL process
towards the CDM is a resource-
consuming task

REDCap is a worldwide used
web application to manage and
build éCRFs for nonprofit
research studies and registries
Aim: leverage REDCap data
structure to build a configurable
ETL procedure that can be
adapted to different studies.

METHODS

1. ETL process working with a
fixed procedural component
and a study-specific
configuration component

2. Mirth Connect, the ETL
software to implement the
procedural component through
its Javascript interface

3. Two configuration files that
provide the mapping between
the information in the REDCap
and OMOP CDM and the
filtering/transformation
procedures that need to be
performed on the data

RESULTS
+ Feature specific tests carried
out in an environment that

simulates a REDCap project
+ Each basic functionality has
been evaluated

REDCap studies

REDCap

REDCap is a web-
based eCRF platform,
granted for free for
non-profit scopes. Itis
widely adopted all
around the world.

Mirth Connect is an ETL
software built specifically for
clinical data. It can perform
multiple operations and
provides high customizable
options for the ETL
development

The target CDM version
is the most up to date
release 5.4 which
includes the oncology
extension

The mapping file
translates the Rabbit
In a Hat Arrows into a
format readable by
the ETL

The rule file provides
filtering and advanced
transformation options
o be performed on
REDCap fields

REDCap data
is accessed via the REST
APl interface, a standard
well-documented way to
programmatically interact
with the platform

- e

Data insert in the CDM
database is done
through SQL queries
dynamically built by
Mirth Connect

AMMO BAR

How to build the

mapping file

+  groups are collection of
REDCap fields

+  3types of groups:
person, visit and fact

«  group each field in
REDCap that refers to a
single “object” in OMOP

+ link each fact group to a
visit group

+  translate the grouping
logic into a csv table

REDCap

Instrument #1 Instrument #n

[

omop group #1

concept_id: field #1
start_date: field #p
end_date: field #1

= Francesco Pozzoni,

Matteo Gabetta,
Mauro Bucalo,
Nicola Barbarini

OHDsSI

A standard ETL process from REDCap to OMOP
WEDNESDAY

Lead: Francesco Pozzoni
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Learning Robust Models from
Limited External Statistics

= PRESENTER: Tal El Hay

INTRO

+ Model robustness is usually assessed by
external validation

+ Ina previous work, we developed a method
that estimates model performance on
external data sources from their limited
statistical characteristics

58

+
-3

Internal External

1-TNR

+ Can we adopt a similar approach to train
robust models, alleviating privacy concerns
and communication costs?

METHODS
1. Search for weights that reproduce external

statistics; generate a weighted copy of
internal data with external characteristics.

Weights a /ﬁf&

Weighted internal

2. Train model on internal and weighted sets

50 4

Y

Internal Weighted
internal sets
AM
Train robust predictive models using:
* various machine learning algorithms
« patient-level internal data + population-level
statistics from external sources
asingle (or very few) communication round

Learning robus

THURSDAY

Augmenting internal data with
population-level statistics from
external sources could improve
model robustness to data-shift

External performance (AUC) of a . . - .
C te shift, logisti

ele SRTE e Relalinternal data ovariate shift, logistic regression

degrades faster than for models —— Internal

—=— Pooled

trained on [JeYe]lteReFI¥] Or using o~ Reweight
lexternal statistics and reweighting]

Scan for details about the
reweighting algorithm

Estimating Model Performance on External ; . .
Samples from Their Limited Statistical Internal  Ext. 1 2
Characteristics, Conference on Health, Environment
Inference, and Learning (CHIL) 2022

#OHDSISocialShowcase This Week

ADDITIONAL RESULTS

1. Model averaging may fail with linear models
that combine environment-dependent and
invariant predictors using Lasso.

~

XGBoost: reweight model only slightly improves
over internal one

M =
aNES

Internal  Ext. 1

075

AuC
070

065

Environment

©

Neural network: reweight model outperforms
internal but is not as good as pooled one.

075

g
3
s

R

S

@

S

internal  Ext. 1 2 3 4
Environment

DISCUSSION

Strengths. requires only limited statistics (can use
info from characterization studies); a single
communication round

Limitations. may fail if insufficient statistics are
uboptimal in comparison to pooled training.
Future directions. Adapt the method to non-linear

oy

imize the choice of stats; introduce a
distributionally robust objective.

= Tal El Hay and Chen Yanover

models from limited external statistics

Lead: Tal El Hay

@OHDSI www.ohdsi.org
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FeederNet (Federated E-Health
Big Data for Evidence
Renovation Network) platform
in Korea

& PRESENTER: Chungsoo Kim

INTRO:

+ The FeederNet platform was successfully
developed, and research using OMOP-
CDM and FeederNet platform has been
being actively conducted in Korea.

* In this study, we share the status of the
FeederNet platform and the future R&D
plans on it in Korea.

‘CDM DATA NETWORK in KOREA

* 53 hospitals established OMOP-CDM

+ 72% of all tertiary hospitals in Korea
developed OMOP-CDM

+ 71,987,327 patients' data (including.
duplicates) were converted into COM

‘ ’
Patients.

FEEDERNET COORDINATING PLATFORM
+ Currently, 46 hospitals' CDM DBs are
integrated with the platform
+ FeederNet Central
- A portal to harmonize distribute joint
research
- Located in cloud
+ FeederNet Node
- Aclient module to execute the analytic
engine and communicate with FeederNet
central
- Installed in each hospital's server

CDM data-network of 53 hospitals and 72M
patients’ medical data was established in

South Korea.

Currently, joint research using it have been

being actively conducted; 97 papers since
2017 and 55 papers in only 2021 were
published by Korean first authors.

Scan QR to
download the abstract or
poster.

#OHDSISocialShowcase This Week

RESEARCH FREE ZONE (RFZ)
* Clauses of RFZ
1) Grant same authorities on CDM analysis
toall researchers in RFZ hospitals
2) Approve single IRB among RFZ hospitals

18 hospitals joined RFZ

o waen

RESEARCH STATUS in KOREA
« Analyses on FeederNet
- Since May 2019, 13,043 analyses have
been executed on FeederNet (see Figure1)
- Number of analyses on FeederNet has
been increasing

o3 Cumanbe dimbpsrgfotis
« Paper Publications
- 97 papers of Korean first author have
been published since 2017
55 papers were published in only 2021

e v e natyes

FUTURE R&D
* (Near) real-time CDM ETL
- Periodic full ETL + daily/weekly/monthly
incremental ETL
+ Specialized small COM
- Building small but specific CDMs for
disease or in-depth medical data

+ Conversion of unstructured medical data to
com

& Seongwon Lee, Chungsoo Kim,
Junhyuk Chang, Rae Woong Park

Ko e ooy RAD ot v o Koo e sty gt o

R o ot s Ssnta ks (1, Rt of o (0o o

FeederNet (Federated E-Health Big Data for Evidence Renovation Network)

FRIDAY platform in Korea

Lead: Chungsoo Kim
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Where Are We Going?

Any other announcements
of upcoming work, events,
deadlines, etc?

0 @OHDSI www.ohdsi.org #JoinThelourney 3 ohdsi



Three Stages of The Journey

Where Are We Now?
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June 28: The European Symposium

Presenter:
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