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1. Introduction

Diabetes mellitus is correlated with several complications, morbidity, and mortality (1). Studies reported that ischemic stroke highly associated with diabetes (2). Ischemic stroke has been recognized as a clinically important complication of type 2 diabetes patients (T2DM). Evidence also showed that T2DM had been associated with a 2.5-time increased risk of ischemic stroke (3). Risk prediction models for DM complications/comorbidities have substantial capacity to support the decision-making process regarding the patients’ clinical management (4).

This study aims to develop machine learning algorithms to predict the risk of ischemic stroke among T2DM patients using various predictors such as patients’ characteristics, disease history, laboratory tests, and medication.

2. Method

2.1. Data source and study population

The dataset was collected from the Taipei Medical University Clinical Research Database (TMUCRD) in this study. It combines comprehensive data of the three hospitals, including structured data (such as basic patient information, visits, tests, diagnosis results, treatment, surgery, and medication, etc.), unstructured data (such as physician records, pathology reports, radiological reports, discharge records), and index 2008 data as wash-out-period—newly diagnosed T2DM patients from 2009 to 2019 as our cohort study.

We identified individuals who were visited outpatient clinics (OPD) with the diagnosis of diabetes, DM (International Classification of Disease, Clinical Modification, Ninth Revision [ICD9-CM] codes 250, and Tenth Revision [ICD10-CM] codes E11. Subsequently, only the identified subjects who had at least one prescription with anti diabetic drugs (Anatomical Therapeutic Chemical [ATC] codes A10) during the treatment were included in our study.

2.2. Outcome

All patients were monitored from the date of taking anti diabetic drugs to the date the patients were admitted to hospitals with ischemic stroke (ICD9-CM codes 433, 434, 436, and ICD10-CM codes I60, I61, I62) during one-year follow-up. Data were censored if patients lost to follow-up or the end of the study, i.e., December 31, 2020. Patients with censored data or who did not admit the hospitals with ischemic stroke were defined as non-stroke (5).
2.3. Features

We identified features associated with the outcomes based on diagnosis, medication, and laboratory codes from outpatient and inpatient datasets. The features were collected, including (i) patient characteristics (i.e., age, sex), (ii) comorbidities (i.e., any diagnoses before the date of taking antidiabetic drugs), (iii) other medication uses, and (iv) laboratory exams (i.e., Glucose, HbA1C, etc.). Other medication uses, and laboratory exams were collected before the date of taking antidiabetics during 6-month periods.

2.4. Statistical analysis and Model development

The dataset was divided into training and testing to obtain robust models and mimic the sample selection bias. The training set, containing the data of Taipei Medical University Hospital and Wang Fang Hospital, was used to perform the learning processing. The testing set, including the data of Shuang Ho Hospital, was used to validate the models. The stratified 10-fold cross-validate was applied in the training set to assess different machine learning models' performance and general errors.

We used different ML techniques, such as Logistic Regression (LR), Linear Discriminant Analysis (DT), Gradient Boosting Machine (GBM) and Random Forest (RF), to develop the prediction models. The performance of the algorithms was measured by Area Under the Curve (AUC), sensitivity, specificity, and F1-score.

3. Result

3.1. Patient baseline and characteristic

In our study, we collected a large cohort of 9,279 T2DM patients whose training cohort is 4,697 patients and the testing cohort is 4,582 patients. The mean age of the Training cohort is 60.7 (±15), and the Testing cohort is 62.9 (±13) (Table 1).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Training cohort (n=4697)</th>
<th>Testing cohort (n=4582)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ischemic stroke, No. (%) patient</td>
<td>89 (1.9%)</td>
<td>128 (2.8%)</td>
</tr>
<tr>
<td>Age, Mean (SD), y</td>
<td>60.7 (15.0)</td>
<td>62.9 (13.0)</td>
</tr>
<tr>
<td>Gender, No. (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2182 (46.5%)</td>
<td>2123 (46.3%)</td>
</tr>
<tr>
<td>Male</td>
<td>2515 (53.5%)</td>
<td>2459 (53.7%)</td>
</tr>
<tr>
<td>Visit per patient, Mean (SD)</td>
<td>24.1 (0.34)</td>
<td>23.3 (0.35)</td>
</tr>
<tr>
<td>Laboratory test, Mean (SD)</td>
<td>6.03 (0.07)</td>
<td>6.7 (0.09)</td>
</tr>
<tr>
<td>Medication, Mean (SD)</td>
<td>23 (0.2)</td>
<td>27 (0.2)</td>
</tr>
</tbody>
</table>

3.2. Model performance

Table 2. Model performance evaluation

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC (CV)</th>
<th>AUC (Testing)</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.88</td>
<td>0.85</td>
<td>0.819</td>
<td>0.748</td>
<td>0.16</td>
</tr>
<tr>
<td>Linear Discriminant Analysis</td>
<td>0.88</td>
<td>0.85</td>
<td>0.721</td>
<td>0.802</td>
<td>0.161</td>
</tr>
<tr>
<td>Gradient Boosting Machine</td>
<td>0.91</td>
<td>0.85</td>
<td>0.744</td>
<td>0.813</td>
<td>0.164</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.93</td>
<td>0.84</td>
<td>0.811</td>
<td>0.692</td>
<td>0.133</td>
</tr>
</tbody>
</table>
Table 2 shows our prediction models, including LR, LDA, GBM and RF outperformed with the AUCs from 0.84 (RF) and 0.85 (LR, LDA, GBM), respectively. Moreover, the Receiver Operating Characteristic (ROC) Curve visualized the performance of all three models on the testing cohort (Figure 1).

Figure 1. Receiver Operating Characteristic (ROC) Curve to evaluate the model performance

4. Discussion

In our study, we successfully developed machine learning models to predict the risk of ischemic stroke among T2DM. Our model performance improved from Random Forest to Gradient Boosting Machine. The top three important features executed from our best model are antiplatelet agent, age, and prior stroke.

The strong association of diabetes with stroke has long been appreciated (6). To the best of our knowledge, there are limited studies in classifying and predicting ischemic stroke in the T2DM cohort by developing machine learning-based models. Therefore, our findings were essential to improve the accuracy in early detection, diagnosis, and prognosis of ischemic stroke to manage the risk of diabetes complications.

Our study has some limitations. Firstly, our data source was collected from one center, covering a small portion of the Taipei population. It is uncertain whether these findings can be generalized to other location groups (7). However, it could implement in other datasets as a pretrain model. Secondly, an observational cohort study could investigate the risk occurring in a period since the risk factors may vary due to the individual condition and management.

5. Conclusion

The machine learning algorithms could predict the risk of ischemic stroke in T2DM patients with high accuracy and sensitivity. The significant clinical features that affect the model include antiplatelet medication, age, and prior stroke. The model can support the clinical diagnosis and management of the complication of diabetes patients.
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