Best practices for prognostic model development using observational health data: a scoping review
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Background
Personalizing medical decision making by incorporating patient-level risk estimates could improve patient health. Prediction models also have the benefit of removing subjectivity by enabling clinicians to apply a tool that provides standardized and objective risk scores. Prediction models can be developed using different types of medical data including medical images, laboratory data, clinical trial data, survey data and observational health data such as insurance claims and electronic health record (EHR) data. Observational health data often contain more patients, and these patients are often more representative of the general population. However, a disadvantage of observational data is that they are generally not being collected primarily for the purpose of research.

In our previously published paper, we demonstrated how the OHDSI PatientLevelPrediction framework enables a standardized analytics pipeline for the development and validation of clinical prediction models across observational databases (1, 2). Developing a prediction model requires careful consideration of the prediction problem of interest and study design choices such as sensitivity analysis options. Initial study design choices should be guided by best practices to improve research quality (3). While several papers propose best practices for prediction model development (4-7), it is important to ensure these best practices are also suitable for big observational health data. The aim of this scoping review is to present an overview of current knowledge and empirical evidence supporting best practices for prognostic model development using observational health data.

Methods
We conducted a preliminary PubMed search for relevant papers published in the period 2018-2022. We included all papers that empirically investigated the impact of study design choices on the performance and interpretation of prognostic prediction models using real data. We used the following search query on June 13, 2022:

(((patient-level prediction) OR (patientlevelprediction) OR (patient level prediction) OR (prognostic))
AND ((empirically) OR (empirical) OR (investigate) OR (impact))
AND (claims OR ehr or records or observational))
OR
(prediction AND (empirically investigate) AND design).

JMR screened all titles to identify potentially relevant papers, after which CY and JMR assessed eligibility of all potentially relevant papers based on the full text. Data extraction was completed by CY. We extracted the following information: research topic, research aim, whether OMOP CDM was used, type of data, number of prediction tasks, classifier, and recommendations. We categorized the research topics based on the following steps in the process required to develop a prediction model for a specific task from observational health data:

1) Data Extraction: how to extract the longitudinal observational health data into tabular form
2) Data Pre-processing: how to pre-process the tabular data
3) Model development: which classifiers and hyper-parameter search strategy
4) Model validation: how to assess the model’s performance (which metrics, internal vs external validation)

Preliminary results
The PubMed search resulted in a total of 6,671 papers. From this, 36 potentially relevant papers were identified. Upon full text inspection, 11 papers were eventually included for synthesis (Table 1). We identified 2/11 papers on
data extraction, 3/11 papers on data pre-processing, 3/11 papers on model development, and 1/11 papers on model validation. 2/11 papers covered multiple research topics. 6/11 papers used data mapped to the OMOP CDM, and 3/5 remaining papers used data from MIMIC-III (among others). All papers included some form of logistic regression as one of the classifiers, while 6/11 papers also used other classifiers for their empirical investigations.

Table 1. Overview of research on best practices in the period 2018-2022

<table>
<thead>
<tr>
<th>Research topic</th>
<th>Research aim</th>
<th>OMDP CDM used?</th>
<th>Type of data</th>
<th>Number of prediction tasks</th>
<th>Classifier</th>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data extraction</td>
<td>To examine the impact of the lookback period (prior to index) when creating covariates (8).</td>
<td>Yes</td>
<td>Four US claims and one US EHR databases</td>
<td>Four different outcomes: acute (stroke and gastrointestinal bleeding) and chronic outcomes (diabetes and chronic kidney disease) in patients with hypertensive drug exposures</td>
<td>Lasso logistic regression</td>
<td>A short lookback (&lt; 180 days) can limit a model’s performance (in terms of AUROC), but there was only a small gain in performance going back further than one year. A one-year lookahead period seems to be a good trade-off between performance and interpretability.</td>
</tr>
<tr>
<td>Data extraction</td>
<td>To systematically assess the impact of diagnosis code groupings as covariates: AHRQ: Elixhauser, Single-level CCS, truncated ICD-9-CM codes, and raw ICD-9-CM codes (9).</td>
<td>No</td>
<td>Two US EHR databases: 1) MIMIC-III, 2) University Health System</td>
<td>Three prediction tasks: 1-year mortality following an ICU stay, 30-day mortality following surgery, and 30-day complication following surgery</td>
<td>Lasso logistic regression, ridge regression, random forest, and gradient boosting</td>
<td>Single-level CCS groupings represent aggregations of raw codes into meaningful clinical concepts and consistently balance interoperability between ICD-9 CM and ICD-10 CM while maintaining strong model performance as measured by AUROC and AUPRC.</td>
</tr>
<tr>
<td>Data pre-processing</td>
<td>To investigate the impact of the decision of how to include or exclude patients who are lost to follow-up (10).</td>
<td>Yes</td>
<td>One US claims database</td>
<td>21 different outcomes in depression</td>
<td>Lasso logistic regression and lasso cox regression</td>
<td>Excluding patients without the outcome who are lost to follow-up while including patients with the outcome who are then lost to follow-up leads to model bias. Either include Either include or exclude all patients lost to follow-up.</td>
</tr>
<tr>
<td>Data pre-processing</td>
<td>To determine the sample size at which near optimal performance can be achieved (11).</td>
<td>Yes</td>
<td>Three US claims databases</td>
<td>23 outcomes in hypertension, 58 outcomes in hypertension</td>
<td>Lasso logistic regression</td>
<td>In most cases only a fraction of the available data was sufficient to produce a model close to the performance of one developed on the full data set, while substantially reducing model complexity.</td>
</tr>
<tr>
<td>Data pre-processing</td>
<td>To explore the impact of imputation methods on model performance and the derived interpretations (12).</td>
<td>No</td>
<td>One US EHR database: MIMIC-III</td>
<td>One prediction task: all-cause mortality among acute myocardial infarction patients</td>
<td>Logistic regression, support vector machine, and decision tree</td>
<td>GAIN and MissForest yielded the best imputation performance (in terms of RMSE and small standard deviations) across five levels of missingness. However, variance in subsequent prediction performance (in terms of AUROC) gradually grows with more missingness, and similarity of feature importance of models based on the imputed data to the feature importance of baseline models gradually decreases.</td>
</tr>
<tr>
<td>Model development</td>
<td>To determine whether ensembles that combine models developed independently using different databases can improve model transportability (13).</td>
<td>Yes</td>
<td>Four US claims and one US EHR databases</td>
<td>21 different outcomes in depression</td>
<td>Lasso logistic regression</td>
<td>A simple federated learning approach that implements ensemble techniques to combine models developed independently across different databases for the same prediction question may improve the discriminative performance in new data but will need to be recalibrated using the new data.</td>
</tr>
<tr>
<td>Model development</td>
<td>To propose a multicenter collaborative prediction model construction framework to build a model with greater generalizability and continuous improvement capabilities while preserving patient data security and privacy (14).</td>
<td>Yes</td>
<td>Five US datasets and one Chinese hospital-specific colorectal cancer dataset</td>
<td>One prediction task: colorectal cancer prognosis</td>
<td>Logistic regression</td>
<td>A multicenter collaborative prediction model construction framework can support the construction of prediction models with better generalizability and continuous improvement capabilities without the need to aggregate multicenter patient-level data.</td>
</tr>
</tbody>
</table>
Model development

| Task | To explore the added value of flexible machine learning (ML) algorithms to traditional regression approaches (15). | No | 1) IMPACT II database, 2) CENTER-TBI core study | One prediction task: 6-month mortality and unfavorable outcome after moderate or severe traumatic brain injury | Logistic regression, lasso logistic regression, ridge regression, support vector machine, neural network, random forest, and gradient boosting | In a low-dimensional setting, flexible ML algorithms do not perform better than more traditional regression models in outcome prediction after moderate or severe traumatic brain injury. |

Model validation

| Task | To determine the impact of the choice of development and internal validation design on the internal performance bias and model generalizability in big data (16). | Yes | Three US claims databases | 21 different outcomes in depression | Lasso logistic regression | To limit overfitting: (1) use a hold-out set to pick any hyperparameters (e.g., a validation set or CV) and (2) use a hold-out set to evaluate the model externally (e.g., a test set or CV). |

Data extraction, data pre-processing, model development, model validation

| Task | To evaluate the impact of model complexity, sample size, prediction periods and training, and validation strategies (17). | No | Two cohorts: one at the University of Kiel and one at the University of Greifswald | One prediction task: tooth loss prediction in patients with periodontitis | Logistic regression, recursive partitioning, random forest, and gradient boosting | More complex models (random forest, gradient boosting) had no consistent advantages over simpler ones (logistic regression, recursive partitioning). Internal validation overestimated the AUROC, while external validation found lower AUROC. Reducing the sample size decreased the predictive power, particularly for more complex models. Censoring the prediction period had limited impact. |

Data pre-processing, model development, model validation

| Task | To compare approaches formulated to improve disaggregated and worst-case model performance over subpopulations (through modifications to training objectives, sampling approaches, or model selection criteria) with standard approaches for learning predictive models (18). | No | Three EHR databases: 1) MIMIC-III, 2) eICU, 3) STARR | Three different outcomes: in-hospital mortality, prolonged length of stay, and 30-day readmission | Fully connected feed-forward networks, gated recurrent units, and logistic regression | When it is of interest to improve model performance for patient subpopulations beyond what can be achieved with standard practices, it may be necessary to do so via data collection techniques that increase the effective sample size or reduce the level of noise in the prediction problem. |

Conclusion

This scoping review provides an overview of the empirical research that has been done in the period 2018-2022 on the impact of study design choices on the performance and interpretation of prognostic prediction models. Most of the research was done using databases mapped to the OMOP CDM or using the MIMIC-III database. It could be interesting to extend the empirical investigations done using the MIMIC-III database to databases mapped to the OMOP CDM. It could also be interesting to extend the empirical investigations based on only logistic regression to other classifiers. An advantage of using the OMOP CDM is that empirical investigations can easily be done across multiple databases or classifiers to increase generalizability of the recommendations for best practices. Overall, we believe there are a lot of study design choices for prognostic model development using observational health data that still require more research. Examples of useful future research include the following:

- What is the impact of phenotypes? Defining an algorithm to identify patients within a database who have a certain condition or medical event is known as ‘phenotyping’. In general, a phenotype can be defined as an index rule followed by inclusion/exclusion rules. It could be useful to investigate the impact of misspecifying the target population and/or outcome phenotype definitions.
- What is the impact of over/under-sampling? Many datasets used to develop prediction models are imbalanced. In the machine learning literature, it has been suggested that developing models using resampled data may improve prediction performance. However, a recent study suggests that resampling data may worsen performance of the developed prediction models and should therefore not be applied (19). More research needs to be done to empirically investigate the impact of resampling methods on the development and validation of prediction models using observational health data.
- Should you do deep learning to automatically do feature engineering? Deep learning models may be able
to perform better than other machine learning models if it can learn useful patterns from temporal data. It would be useful to compare standard machine learning models using fixed lookbacks periods for the covariates with deep learning techniques that use temporal features.

- How should we interpret external validation performance? If a model trained in database 1 performs poorly on database 2, does this mean the model is bad? The decrease in performance could be due to the model being overfit to database 1, which is problematic. However, it could also be due to database 2 missing important variables or the case-mix differing. It would be useful to have methods that can put external validation into context and can explain the external validation performance.

- Recalibration methods? Model updating? Many studies have highlighted the issue with models being miscalibrated when they are transported into a new setting (new database or different target population). There is a need to learn best approaches for recalibration (e.g., how much labelled data are needed for recalibration or is there a way to recalibrate with just knowledge of the outcome rate in the new data)?

- Is there a way to automatically simplify models? The more covariates a model has, the more difficult to implement. Therefore, is there an automatic process that can be applied after model development to reduce the model covariates while maintaining adequate performance?
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