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Background
The development of predictive models using observational healthcare data has continued to grow with the advance of artificial intelligence methodology. Also, predictive models are showing the potential to solve real-world clinical problems.1-3 However, there are practical difficulties for developing and validating deep-learning models, and most of reported deep-learning models have been challenged due to  lack of transparency, poor methodology and lack of external validation.
By standardizing the steps of model development based on the common data model, it is possible to ensure model transparency (full development code and the model itself can be shared), simplify external validation and introduce the model to other environments. Reps et al. developed a standardized framework for developing and validating predictive models using well known machine learning algorithms.4 However, deep learning (DL) algorithms have not been fully implemented in existing frameworks. 
In this study, we aim to develop a new framework for developing deep learning models based on the OMOP-CDM.
Methods
We developed a new framework to develop DL models based on Torch for R5. This framework has a dependency on the existing OHDSI PatientLevelPrediction package. Any deep learning algorithm topology can be introduced into the package, making it very flexible without dependency on python. Preliminarily, we included several DL algorithms (e.g., simple multilayer perceptron, ResNet, a Transformer etc.) to this package as preset topologies. This package is available as open source (https://github.com/OHDSI/DeepPatientLevelPrediction). 
For a pilot study to demonstrate this package, we developed and evaluated prediction models on a specific clinical question: “Which patients will develop dementia within 5 years following a GP visit?”. 
Study population was elderly patients (50-79 years) who visited a GP with a 1-year observation window in the Integrated Primary Care Information (IPCI) database6. This is a database, converted to the OMOP-CDM, including approximately 2.5 million patients from a set of general practitioners (GPs) in the Netherlands. The study was approved by the IPCI review board, registration no. 2/2022. Four algorithms were used: two conventional ML algorithms (Xgboost and lasso logistic regression) and two DL algorithms (Transformer and ResNet from Gorishniy et al).7  Models were developed using a 25%/75% test/train split with 3-fold cross validation to select optimal hyper-parameters. Model performance was evaluated with the area under the receiver operating characteristics curve (AUC), the area under the precision-recall curve (AUPRC), and Eavg for calibration. 
Results
The number of the study population was 301.226, and the rate of dementia within 5 years was 1.6%. Four models were developed using the ML and DL algorithms. The performance result of all models is shown in Table 1. The ResNet and Transformer model had 0.884 and 0.876 of AUC, respectively and those were similar to that of conventional ML models (XGBoost: 0.897; LLR: 0.876). The calibration of the ResNet and Transformer was 0.003 and 0.0043 for the Eavg, respectively. All performances of the DL models were comparable that of the conventional ML models, however, they took longer to develop (Table 1).

Table 1. Performance results from the four models developed by different algorithms
	
	ResNet
	Transformer
	XGBoost
	LLR

	AUC
	0.884
(0.874-0.893)
	0.876 
(0.867-0.886)
	0.876 
(0.867– 0.886)
	0.897 
(0.886 – 0.903)

	AUPRC
	0.283
	0.282
	0.277
	0.306

	Eavg
	3e-3
	4.3e-3
	8.1e-4
	1.3e-3

	Time
	5.5.95 hours
	2.36 hours*
	7.3 min
	5.5 min

	AUC: area under the receiver operating characteristics curve; AUPRC: area under the precision-recall curve; Eavg: average E value; *One set of hyperparameters


Conclusion
We introduced a new DeepPatientLevelPrediction package to the OHDSI community. By using this package, standardized deep-learning models can be developed based on the OMOP-CDM. Furthermore, it will be utilized for predictive model development using any healthcare data in the OMOP-CDM format.
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