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Issues with observational research

• Reproducibility crisis
• Lack of trust in real-world evidence
• Major issues:
– Observational study bias (e.g. confounding)
– Publication bias
– P-hacking
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Automated extraction of effect sizes from literature
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Published observational study results
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Estimates extracted from the 
abstracts of 203,625 observational 
research papers in PubMed.



Published observational study results
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Suspicious cutoff at p=0.05
• Publication bias (leads to false positives)
• P-hacking (leads to false positives)



• OHDSI’s LEGEND aims to generate reliable evidence by 
following a set of principles that address
– Observational study bias (e.g. confounding)
– Publication bias
– P-hacking
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LEGEND Guiding Principles
1. LEGEND will generate evidence at a large scale.

2. Dissemination of the evidence will not depend on the estimated effects.

3. LEGEND will generate evidence using a prespecified analysis design.

4. LEGEND will generate evidence by consistently applying a systematic 
process across all research questions.

5. LEGEND will generate evidence using best practices.

6. LEGEND will include empirical evaluation through the use of control 
questions.

7. LEGEND will generate evidence using open-source software that is freely 
available to all.

8. LEGEND will not be used to evaluate new methods.

9. LEGEND will generate evidence across a network of multiple databases.

10. LEGEND will maintain data confidentiality; patient-level data will not be 
shared between sites in the network.
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Best practice for addressing confounding

Large-Scale Propensity Scores (LSPS)
• Construct large generic set of covariates 
– 10,000 < n < 100,000

• Use regularized regression to fit propensity model
• Match or stratify on propensity score
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Achieving balance on 
all 58,285 covariates



Measuring residual systematic error

Control questions: 
– exposure-outcome pairs with known 

effect size
– negative (and positive) controls

Empirical calibration:
– Adjust p-value and confidence interval 

using estimates for controls
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LEGEND Studies

• LEGEND principles initially tested in depression
• LEGEND Hypertension study has completed
• SCYLLA study also followed LEGEND principles
• Next LEGEND study is currently underway, 

estimating effects of diabetes treatments
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Several high-impact LEGEND Hypertension papers
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Distribution of estimates from 
LEGEND  Hypertension 

All published observational research
on hypertension treatments

All published observational research



Diagnostics

• Each LEGEND estimate comes with full diagnostics, e.g.
– Statistical power
– Covariate balance
– Systematic error as observed through negative controls

• Book of OHDSI chapter 19:
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“On the basis of these diagnostics results, a 
decision can then be made whether or not to 
move forward with executing the final outcome 
model.” How to make this 

decision?



Interpreting diagnostics

• Diagnostics inform us on whether we can trust the results of a 
study
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• I’ve argued you shouldn’t 
unblind results unless you 
pass diagnostics

• LEGEND itself did not blind
• For LEGEND papers the 

researchers checked the 
diagnostics



SCYLLA project

SARS-Cov-2 Large-scale Longitudinal Analyses on the 
comparative safety and effectiveness of treatments under 
evaluation for COVID-19 across an international observational 
data network
• LEGEND-like study into the safety and effectiveness of drugs 

proposed to treat COVID-19. 
– 650 treatment comparisons
– 31 outcomes of interest
– Several different analyses
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SCYLLA’s approach to diagnostics

• Pre-defined rules for 
– Equipoise
– Covariate balance
– Statistical power

• Only unblind results that met all diagnostics
• Only a small fraction (1.5% - 8.9%) met all diagnostics
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Challenges with study diagnostics

• Interpretation of diagnostics is currently subjective.
• Failing a diagnostic should mean you stop the study.
• That is a big ask when
– You’ve invested a lot of time and energy in the study
– You’ve already looked at the result

• Failing a diagnostic is currently not publishable
– No credit for your hard work
– Others who do not evaluate diagnostic will publish potentially 

unreliable evidence anyway
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Diagnostics are hard!
Are they worth it?
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Objective diagnostics are!
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Current status quo in observational research makes it 
challenging to build trust in evidence

Curate
data

Select
cohorts

Implement 
analysis

Disseminate 
evidence

Is the evidence 
reliable? 

(Review biased 
by results)

methods 
bias?

data 
quality?

measurement 
error?

programming 
correct?

logic
correct?

ETL
correct?

methodological 
concerns

technical 
concerns

Can the study be fully reproduced?
Does the analysis actually do what the protocol said it would do? 

Does the study provide an unbiased effect estimate?
Are the findings generalizable to the population of interest?

Write 
Protocol

Review 
Protocol

from 11Jan2022 OHDSI call



Analysis reliability evaluation

Phenotype development and evaluation

Data quality evaluation

Database 
diagnostics

Cohort 
diagnostics

Study 
diagnostics

Final 
unblinded 

results

Interface for 
exploration

‘System’ required elements:
- Required phenotypes
- Analysis specifications
- Decision thresholds

Research 
question

Cohort 
definitions

Analysis 
design 
choices

Pass

Pass

Pass

Fail

Fail

Fail

Engineering open science systems that build trust into the 
real-world evidence generation and dissemination process

STOP

STOP

STOP

System characteristics:
• Standardized procedures with defined inputs and outputs
• Analysis packages implementing scientific best practices 

consistently applied across all data partners, generating consistent 
output for network synthesis

• Reproducible outputs generated by open-source analysis libraries 
developed and validated with verifiable unit-test coverage

• Pre-specified and objective decision thresholds for go/no go criteria
• Measurable operating characteristics of system performance

Distributed data network, standardized to common data model

Network coordination

from 11Jan2022 OHDSI call



Database diagnostics

• Challenge:  Database selection is often subjective and 
opportunistic, based on pre-conceived notions of data acceptability

• Opportunity:   Provide objective criteria with pre-specified decision 
thresholds for identifying candidate databases across a network 
that may be eligible for contributing to an analysis, without 
requiring direct data access

• Approach:  Using only aggregated summary statistics from each 
data partner (via ACHILLES), assess data fitness-for-use in terms of 
patient demographics, domain coverage, longitudinality, and 
capture of target/comparator/outcome
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Database diagnostics in action

5 databases fail 
diagnostics because they 
don’t capture inpatient 

visits

Premier fails diagnostics 
because it doesn’t have 
longitudinal follow-up

CPRD and Iqvia Australia 
fail diagnostics because 
they don’t have records 
for the comparator drug

JMDC fails diagnostics it is 
not expected to have 
sufficient exposures

6 databases pass all database 
diagnostics and are 

estimated to have adequate 
sample to move forward to 

cohort diagnostics



Phenotype diagnostics

• Challenge:  Phenotype algorithms to identify exposures and 
outcomes are subject to measurement error which can cause 
misspecification bias in analyses

• Opportunity:   Provide objective criteria with pre-specified decision 
thresholds for evaluating the adequacy of candidate phenotype 
algorithms within each database across a network

• Approach:  Develop a standardized process for developing 
phenotype algorithms and estimating all dimensions of 
measurement error (sensitivity, specificity, positive predictive 
value, index date misspecification) to determine the extent to 
which the magnitude of error will bias study results
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Encouraging progress in 2022 on phenotype 
development and evaluation…

Check out Azza Shoaibi’s
Lightning Talk



Open-source tools to support phenotype 
development, evaluation, and dissemination



Check out Joel Swerdel’s
posters #66 and 67



Check out Jamie Weaver’s poster from 
OHDSI EU 2022, and join the Phenotype 
Workgroup activity this Sunday!



Study diagnostics

• Challenge:  Analyses risk producing misleading estimates due 
to study design and analytical choices and their application to 
data.

• Opportunity:   Provide objective criteria with pre-specified 
decision thresholds for evaluating the reliability of analyses 
with respect to precision, accuracy, and generalizability within 
each database across a network
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Study diagnostics

• Characterization
– Feature summary, incidence, cohort pathways

• Temporal stability, subpopulation heterogeneity, heterogeneity across data sources
• Population-level Estimation
– Comparative cohort

• Statistical power, comparator similarity, between-person confounding, 
generalizability, residual bias

– Self-controlled case series
• Statistical power, time-varying confounding, protopathic bias, residual bias

– Meta-analysis
• Statistical power, heterogeneity across data sources

• Patient-level prediction
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Check out Jenna Reps’ 
poster #53



Analysis reliability evaluation

Phenotype development and evaluation

Data quality evaluation

Database 
diagnostics
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diagnostics

Study 
diagnostics

Final 
unblinded 

results

Interface for 
exploration

‘System’ required elements:
- Required phenotypes
- Analysis specifications
- Decision thresholds

Research 
question
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definitions

Analysis 
design 
choices

Pass

Pass

Pass

Fail

Fail

Fail

Focus for today:   Establishing objective study diagnostics for 
comparative cohort analyses for population-level estimation

STOP

STOP

STOP

System characteristics:
• Standardized procedures with defined inputs and outputs
• Analysis packages implementing scientific best practices 

consistently applied across all data partners, generating consistent 
output for network synthesis

• Reproducible outputs generated by open-source analysis libraries 
developed and validated with verifiable unit-test coverage

• Pre-specified and objective decision thresholds for go/no go criteria
• Measurable operating characteristics of system performance

Distributed data network, standardized to common data model

Network coordination



Statistical power:  
Minimum detectable relative risk (MDRR)

• Statistical power of a hypothesis test is the probability of detecting an effect if a 
true effect exists  (1-Type II error)
– Power analyses often conducted for interventional studies involving subject enrollment 

or non-interventional studies requiring primary data collection to determine the sample 
size that needs to be obtained, given the hypothesized effect size and background 
incidence

– Given that sample size already exists when conducting non-interventional studies 
involving secondary use of existing clinical data, power analyses can be reformulated as: 
‘given the available data, what effect size would the analysis be able to detect?’ 

• More data provides greater power
– Design and analysis choices impact how much data are used to generate estimates

• Potential diagnostic: how much data is sufficient to provide useful information?
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Statistical power:  
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All else equal, we should all 
agree that it’s better to have 
more data than less data, to 

improve precision in our 
estimates…

Less 

data

No 

data

….but it’s not straightforward to 
determine if less data is better than no 
data at all.  Is the risk of misinterpreting 

underpowered estimates worth the 
marginal information gain?   

?

Less data

No data



Statistical power:  
Minimum detectable relative risk (MDRR)

Analysis reliability evaluation

Phenotype development and evaluation

Data quality evaluation

Database 
diagnostics

Cohort 
diagnostics

Study 
diagnostics

Final 
unblinded 

results

Results

Inputs

Research 
question

Cohort 
definitio

ns

Analysis 
design 
choices

Pass

Pass

Pass

F
a
i
l

F
a
i
l

F
a
i
l

STOP

STOP

STOP



Statistical power:  
Minimum detectable relative risk (MDRR)

Examples from LEGEND-HTN
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Good:
T = lisinopril

C = hydrochlorothiazide
O = cough

All databases have MDRR < 1.75 (ability to detect 75% 
increased risk if present), and 5 databases have MDRR < 1.1 

(ability to detect 10% increased risk) 



Statistical power:  
Minimum detectable relative risk (MDRR)

Examples from LEGEND-HTN
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Bad:
T = candesartan

C = chlorthalidone
O = rhabdomyolysis

All databases have MDRR > 6 (underpowered to detect 600% 
increased risk if present), and two databases have MDRR > 15

<5 cases in target and comparator



Empirical Equipoise:
Preference score
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• Randomized clinical trials assign treatment with each subject having the same 
probability of being each intervention 
– A 1:1 randomized head-to-head trial gives all subjects a 50% chance of being assigned to the target 

exposure and 50% chance of being assigned to the comparator, regardless of patient/provider 
characteristics

– Randomization allows for assumption that persons assigned to target cohort are exchangeable at 
baseline with persons assigned to comparator cohort

• Non-interventional studies involve observing treatment choices, which can be 
influenced by patient or provider characteristics
– Comparator selection is a pre-analysis design choice
– Preference = probability of patient choosing target vs. comparator treatment, given baseline features
– Preference = 50% means indifference between treatments for a patient, akin to random assignment

• Potential pre-adjustment design diagnostic: what proportion of the target population is 
close to treatment indifference?



Empirical Equipoise:
Preference score

Analysis reliability evaluation

Phenotype development and evaluation

Data quality evaluation

Database 
diagnostics

Cohort 
diagnostics

Study 
diagnostics

Final 
unblinded 

results

Results

Inputs

Research 
question

Cohort 
definitio

ns

Analysis 
design 
choices

Pass

Pass

Pass

F
a
i
l

F
a
i
l

F
a
i
l

STOP

STOP

STOP

…



Empirical Equipoise:
Preference score

Examples from LEGEND-HTN
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Good:
T = valsartan

C = olmesartan
DB = CCAE

Even with >40,000 patients on each drug, large-scale 
propensity score model could not meaningfully discriminate 
between the two treatments;  >90% of persons in ‘empirical 

equipoise’ with a preference score between 0.3 and 0.7



Empirical Equipoise:
Preference score

Examples from LEGEND-HTN
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Bad:
T = valsartan

C = chlorthalidone
DB = CCAE

Baseline characteristics can clearly discriminate most new 
users of valsartan vs. chlorthalidone;  <30% of persons in 

‘empirical equipoise’ with a preference score between 0.3 
and 0.7



Covariate balance:
Standardized mean difference

• Confounding variables associated with both exposure and outcome can 
bias effect estimates if not properly addressed

• Various design and analysis choices (restriction, matching, propensity score 
adjustment) offer strategies to reduce the effect of confounding by 
balancing confounder prevalence in target and comparator cohort

• Potential post-adjustment analytic diagnostic:  are all observed baseline 
characteristics sufficiently similar between target and comparator cohorts? 

Analysis reliability evaluation

Phenotype development and evaluation

Data quality evaluation

Database 
diagnostics

Cohort 
diagnostics

Study 
diagnostics

Final 
unblinded 

results

Results

Inputs

Research 
question

Cohort 
definitio

ns

Analysis 
design 
choices

Pass

Pass

Pass

F
a
i
l

F
a
i
l

F
a
i
l

STOP

STOP

STOP

Exposure OutcomeEffect of interest
RR=???

Confounder



Covariate balance:
Standardized mean difference
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Covariate balance:
Standardized mean difference
Examples from LEGEND-HTN
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Good:
T = amlodipine

C = atenolol
A = PS matching, on-treatment

DB = CCAE

>45,000 baseline covariates evaluated, many with SMD > 0.1 
before matching, but after matching all covariates have 

SMD <= 0.03



Covariate balance:
Standardized mean difference
Examples from LEGEND-HTN
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Bad:
T = candesartan

C = atenolol
A = PS stratification, on-treatment

DB = CCAE

>50,000 baseline covariates evaluated, many with SMD > 0.1 
before stratification.  After stratification, many covariates 
have higher SMD than pre-stratification, many covariates 

with SMD > 0.1



Generalizability:
Standardized mean difference
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• Generalizability is the extent to which a study result can be applied to a 
target population of interest

• The same design and analytic strategies employed to reduce 
confounding (such as restriction, matching, propensity score 
adjustment) can potentially shift the composition of the analytic cohort 
away from the original target

• Potential post-adjustment analytic diagnostic:  are all observed 
baseline characteristics sufficiently similar between the pre-adjustment 
target and post-adjustment analytic cohorts? 



Generalizability:
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Target Analytic SMD

30% 22% 0.18

60% 67% -0.15

10% 11% -0.03

Total 50 (100%) 45 (90%)
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Target Analytic SMD

30% 0% 0.93

60% 50% 0.20

10% 50% -0.97

Total 50 (100%) 10 (20%)



Generalizability:
Standardized mean difference
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Generalizability:
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Good:
T = lisinopril
C = losartan

O = angioedema
A = PS stratification, on-treatment

DB = CCAE

‘Target’ cohort

‘Analysis’ cohort

T: 650,478
C: 102,626

>99% of target 
population remains in 

analysis cohort 



Generalizability:
Standardized mean difference
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Bad:
T = lisinopril
C = atenolol

O = angioedema
A = PS matching, on-treatment

DB = CCAE
‘Target’ cohort

‘Analysis’ cohort

T: 650,479
C: 92,155

Only 13% of target 
population remains in 

analysis cohort 



Residual bias:  
Expected Absolute Systematic Error (EASE)

• Design and analysis choices aim to produce unbiased 
estimates, but residual systematic error can exist due to model 
misspecification inherent to analysis or data

• Bias – expected value of systematic error – can be estimated 
using negative control experiments in which estimates can be 
compared with known truth

• Potential post-adjustment analytic diagnostic:  is the residual 
bias observed from negative controls small enough to accept 
that calibrated effect estimates can be trusted as unbiased? 
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Residual bias:  
Expected Absolute Systematic Error (EASE)

Analysis reliability evaluation

Phenotype development and evaluation

Data quality evaluation

Database 
diagnostics

Cohort 
diagnostics

Study 
diagnostics

Final 
unblinded 

results

Results

Inputs

Research 
question

Cohort 
definitio

ns

Analysis 
design 
choices

Pass

Pass

Pass

F
a
i
l

F
a
i
l

F
a
i
l

STOP

STOP

STOP

But what if you weighed a 
standard 100lb weight 

and your scale read 
126.4?   

Would you ‘calibrate’ by 
adjusting your own 

weight by 26 lbs or would 
you dismiss the scale’s 
estimate altogether?

You trust your scale to 
estimate an accurate 
weight.  If it’s off by a 

couple pounds, you may 
think it’s ‘good enough’ 

since its probably 
directionally correct and 

you can adjust the weight 
by how much you think 

the scale is miscalibrated.



Residual bias:  
Expected Absolute Systematic Error (EASE)
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Expected absolute systematic error 
(EASE) =  |βi|



Residual bias:  
Expected Absolute Systematic Error (EASE)
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Good:
T = hydrochlorothiazide

C = chlorthalidone
O = acute myocardial infarction

A = PS stratification, on-treatment
DB = CCAE

Little residual bias 
observed (EASE=0.01), so 
calibration has very little 
impact on effect estimate 

(HR=1.54 à HR=1.51)



Residual bias:  
Expected Absolute Systematic Error (EASE)
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Bad:
T = furosemide

C = labetalol
O = acute myocardial infarction

A = PS stratification, on-treatment
DB = CCAE

Substantial positive bias and 
variance observed 

(EASE=0.82), so calibration 
has substantial impact on 
effect estimate (HR=5.55, 

p<0.01 à HR=2.86, p<0.20)



Residual bias:  
Expected Absolute Systematic Error (EASE)

Analysis reliability evaluation

Phenotype development and evaluation

Data quality evaluation

Database 
diagnostics

Cohort 
diagnostics

Study 
diagnostics

Final 
unblinded 

results

Results

Inputs

Research 
question

Cohort 
definitio

ns

Analysis 
design 
choices

Pass

Pass

Pass

F
a
i
l

F
a
i
l

F
a
i
l

STOP

STOP

STOP

Maybe?
T = furosemide

C = chlorthalidone
O = abdominal pain

A = PS stratification, on-treatment
DB = Optum EHR

Some positive bias and 
variance observed 

(EASE=0.29), so calibration 
has some impact on effect 

estimate (HR=1.64 à
HR=1.17) and changes 
statistical significance



Analysis reliability evaluation

Phenotype development and evaluation

Data quality evaluation

Database 
diagnostics

Cohort 
diagnostics

Study 
diagnostics

Final 
unblinded 

results

Interface for 
exploration

‘System’ required elements:
- Required phenotypes
- Analysis specifications
- Decision thresholds

Research 
question

Cohort 
definitions

Analysis 
design 
choices

Pass

Pass

Pass

Fail

Fail

Fail

Engineering open science systems that build trust into the 
real-world evidence generation and dissemination process

STOP

STOP

STOP

System characteristics:
• Standardized procedures with defined inputs and outputs
• Analysis packages implementing scientific best practices 

consistently applied across all data partners, generating consistent 
output for network synthesis

• Reproducible outputs generated by open-source analysis libraries 
developed and validated with verifiable unit-test coverage

• Pre-specified and objective decision thresholds for go/no go criteria
• Measurable operating characteristics of system performance

Distributed data network, standardized to common data model

Network coordination



Concluding thoughts

• Diagnostics can provide evidence to build trust in the results of 
our studies, but…
– Post-hoc interpretation allows for investigator bias
– Current decision thresholds are based on asserted expert opinions 

and arbitrary rules of thumb

• How can we develop empirical evidence to set objective 
decision thresholds and allow pre-specification of diagnostics 
to increase trust and improve the reliability of our studies?



An empirical evaluation of 
study diagnostics



LEGEND viewer
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https://data.ohdsi.org/LegendBasicViewer/

https://data.ohdsi.org/LegendBasicViewer/


LEGEND estimates
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ACEs vs ARBs for angioedema using 
PS stratification in CCAE
Calibrated HR = 3.80 (2.65-3.80)

Hazard ratio



LEGEND estimates
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Hazard ratio



LEGEND estimates
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Showing all 471,321 calibrated 
estimates from LEGEND 
Hypertension (restricting to mono-
therapy comparisons only, using 
on-treatment time-at-risk)

Hazard ratio

It is good that we see no evidence 
of publication bias or p-hacking, but 
is this otherwise good or bad?



LEGEND estimates where no effect is expected

• Hypertension medications are well studied
• Product labels tend to be inclusive for adverse reactions: High 

sensitivity
• Conservative approach: 
– For the list of outcomes in LEGEND
– When comparing two drugs
– If neither target nor comparator drug has the outcome on the label
– And no other drug in the same classes have the outcome on the label
– Then both drugs likely don’t cause the outcome, and the hazard ratio 

is likely to be 1.
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LEGEND estimates where no effect is expected

• ACE inhibitors like lisinopril have angioedema 
on their label.

• Calcium channel blockers and ARBs are not 
believed to have this side effect, but still list 
in ‘Postmarketing experience’.

• None of the direct vasodilators and alpha-1 
blockers have angioedema on their label.

Hydralazine (vasodilator) vs prazosin (alpha 
blocker) for angioedema is likely null
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LEGEND estimates where no effect is expected

• ARBs like losartan have rhabdomyolysis listed 
as an adverse event

• Beta-blockers and loop diuretics do not 

metoprolol (beta-blocker) vs furosemide (loop 
diuretic) for rhabdomyolysis is likely null
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LEGEND estimates where no effect is expected

• 9,752 target-comparator-outcomes are likely null (2 x 4,876)
• A new set of (imperfect) negative controls (null may not be 

true)
• Difference with negative controls used in LEGEND:
– Will use these across all analyses to evaluate overall distribution
– Outcomes more similar to the outcomes of interest: better 

exchangeability?
– Using full outcome phenotypes instead of ‘occurrence of concept’
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LEGEND estimates when null is likely true
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Hazard ratio

Showing all 11,716 calibrated 
estimates from LEGEND Hypertension 
where believe the null to be true



LEGEND estimates when null is likely true
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Hazard ratio

Estimates below the dashed line 
have confidence interval (CI) 
excluding 1

If the null is true for all, we would 
expect 5% of CIs to not include 1



LEGEND estimates when null is likely true
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Hazard ratio

A more accurate way to look at 
deviation from the null is the fitted 
parameters of the null distribution. 
We can summarize these as EASE.

EASE = 0.0 means it seems the null is 
true for all, and there is only random 
error (as expressed in the CIs), no 
systematic error.

Fitted null distribution also visualized 
as orange areas, where (newly) 
calibrated CI doesn’t include 1 



Evaluating the effect of 
diagnostics rules
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Statistical power

Rule: Minimum Detectable Relative Risk (MDRR) < 10

Reasoning: 
Even low-power estimate (wide CI) could be helpful, but we want 
to avoid misinterpreting grossly underpowered studies

Note: 
In LEGEND Hypertension, we required exposure cohorts > 2,500 
subjects, so already eliminated most underpowered estimates.
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Statistical power
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Statistical power
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Patrick’s example 
of a good study



Statistical power
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Patrick’s example 
of a bad study



Statistical power
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Most comparative effects in antihypertensives have HR < 2.
We’re not ensuring we are powered to answer real questions. (we are)
We’re trying to avoid reporting hard-to-interpret estimates. (e.g. HR = 5.1 (0.7-36.2) )



Statistical power
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Statistical power

84

Already guaranteed reasonable power in 
LEGEND because of cohort > 2,500 rule



Equipoise

Rule: Equipoise > 0.5
(Equipoise is percent of population that has 0.3 < preference 
score < 0.7)

Reasoning: 
If equipoise is low, the populations are too incomparable, and we 
probably shouldn’t trust our ability to make them comparable. 
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Equipoise
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Equipoise
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Patrick’s example 
of a good study



Equipoise
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Patrick’s example 
of a bad study



Equipoise

89

Within class Between class



Equipoise
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Equipoise
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Having equipoise > 0.5

Maybe a less strict rule can 
keep more estimates?
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Equipoise relaxing to > 0.1
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Equipoise relaxing to > 0.1

Setting equipoise threshold at 0.1 shows some improvement in 
systematic error, but not as dramatic at 0.5. 



Covariate balance

Rule: Max standardized difference of mean (SDM) < 0.1
(no covariate may have a SDM >= 0.1 after PS adjustment)

Reasoning: 
If covariates are unbalanced there may be confounding.

94



Covariate balance
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Covariate balance
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Patrick’s example 
of a good study



Covariate balance
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Patrick’s example 
of a bad study



Covariate balance
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Propensity score matching Propensity score stratification



Covariate balance
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Covariate balance
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Generalizability

Rule: Max SDM between analytic cohort and target cohort < 
0.25
(target cohort: the cohort we started with (those exposed))
(analytic cohort: the cohort after all adjustments)

Reasoning: 
Estimate may not generalize to our target population if 
differences are too great.
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Generalizability
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Generalizability
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Patrick’s example 
of a good study



Generalizability
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Patrick’s example 
of a bad study



Generalizability
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Propensity score matching Propensity score stratification



Generalizability
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Generalizability
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Generalizability rule has no effect 
on residual systematic error. But we 
didn’t really expect any.



Strong interaction effect between 
Covariate balance and generalizability
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Strong interaction: balance and 
generalizability rules by themselves have 
little effect, but combined they have a large 
effect on residual systematic error.



Systematic error
Rule: Expected Absolute Systematic Error (EASE) < 0.25
(EASE is the expected abs(log(estimated RR) – log(true RR)), based on 
negative control estimates)

Reasoning: 
Even though we can and should empirically calibrate to account for residual 
error, readers may not trust results if calibration shifts the estimates too 
much.

Note: 
Our evaluation uses calibrated estimates, which already incorporates the 
systematic error observed for the original set of negative controls.
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Systematic error

110



Systematic error
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Patrick’s example 
of a good study



Systematic error

112

Patrick’s example 
of a bad study



Systematic error
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Systematic error
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Filtering by EASE has little effect on residual 
systematic error. This suggests the 
empirical calibration was doing a good job 
when EASE was big.



Combining all diagnostics
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Diagnostic Threshold
Statistical power (MDRR) 10
Equipoise 0.50
Covariate balance (SDM) 0.10
Generalizability (SDM) 0.25
Systematic error (EASE) 0.25

Majority of estimates fail 2 or 
more diagnostics. Need to 
understand how they interact.



Combining all diagnostics
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Combining all diagnostics
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This shows the importance of 
considering diagnostics (like we 
did when we wrote the LEGEND 
Hypertension papers)



Can we do better?

• Current thresholds are arbitrary
• Can we do any better?
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Rules as an optimization problem

• We have an ‘objective’ optimization criterion:
– Maximize remaining estimates
– Under constraint of low residual bias as measured on new negative 

controls (EASE< 0.05)

• What set of thresholds is optimal?
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‘Optimal’ thresholds
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Diagnostic Literature-derived 
threshold

Data-driven 
threshold

Statistical power (MDRR) 10 -
Equipoise 0.50 0.50
Covariate balance (SDM) 0.10 0.50
Generalizability (SDM) 0.25 -
Systematic error (EASE) 0.25 -
Fraction remaining 12% 29%



Using data-driven rule set
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Using data-driven rule set
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Using data-driven rule set
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The new diagnostics achieve very low 
residual systematic error (by design)



Deriving multi-objective decision thresholds 
empirically

• Diagnostics may reflect different objectives:  
– improving interpretability (MDRR)
– Reducing systematic error (equipoise, covariate balance, EASE)
– Ensuring generalizability

• Optimization allows for specifying constraints across all 
objectives as desired.

• Example:  if you want to ensure high generalizability, set max 
SDM < 0.25
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‘Optimal’ thresholds when requiring generalizability
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Diagnostic Literature-
derived threshold

Data-driven 
threshold

Requiring 
generalizability

Statistical power (MDRR) 10 - -
Equipoise 0.50 0.50 0.25
Covariate balance (SDM) 0.10 0.50 0.15
Generalizability (SDM) 0.25 - 0.25*
Systematic error (EASE) 0.25 - -
Fraction remaining 12% 29% 23%
Likely null set EASE <0.05* <0.05* <0.05*

* Specified constraint



Wrapping up the evaluation of diagnostics 

• We’ve shown some of the diagnostics can help improve the 
reliability of the evidence, as measured as systematic error.

• Other diagnostics have different goals, such as improved 
interpretability and generalizability.

• Up to now, diagnostics rules were arbitrary.
• Our empirical evaluation provides evidence for choices of 

thresholds, under various constraints.

126



Pre-specification of diagnostic rules

• Post-hoc interpretation of diagnostics allows for investigator 
bias (p-hacking).

• Diagnostics rules should be pre-specified, for example in the 
protocol.
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Pre-specification of diagnostic rules
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Analysis reliability evaluation

Phenotype development and evaluation

Data quality evaluation
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results
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exploration

‘System’ required elements:
- Required phenotypes
- Analysis specifications
- Decision thresholds
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Analysis 
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Pass
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Fail

Fail

STOP
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STOP

We argue you should stop when failing 
diagnostics

Our evaluation shows many estimates 
did not meet all diagnostics. I expect the 
same for other studies



Avoiding investigator bias 
when interpreting diagnostics

• Diagnostics need to be evaluated prior to looking at the study 
results
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• Protocol can contain 
diagnostics results, or

• Protocol can contain 
prespecified diagnostics 
rules (So long as they are 
not modified post-hoc)



Pre-specification of a systematic approach
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LEGEND Hypertension:

Define research 
question

Generate 
evidence

Interpret study 
reliability

Interpret study 
results

Ad-hoc, expert-driven

Pre-specified 
systematic approach

Traditional observational study:

Define research 
question

Generate 
evidence

Interpret study 
reliability

Interpret study 
results

New recommendation:

Define research 
question

Generate 
evidence

Interpret study 
reliability

Interpret study 
results

Use study 
evidence



https://data.ohdsi.org/LegendBasicViewer/

Interpreting results from multiple databases
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LEGEND Hypertension. ACEs vs ARBs for acute MI using stratification 

https://data.ohdsi.org/LegendBasicViewer/


Interpreting results from multiple analyses
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LEGEND Hypertension. ACEs vs ARBs for acute MI using stratification

LEGEND Hypertension. ACEs vs ARBs for acute MI using matching



Future:

Define research 
question

Generate 
evidence

Interpret study 
reliability

Interpret study 
results

Pre-specification of a systematic approach
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Ad-hoc, expert-driven

Pre-specified 
systematic approach

Traditional observational study:

Define research 
question

Generate 
evidence

Interpret study 
reliability

Interpret study 
results

Use study 
evidence

LEGEND Hypertension:

Define research 
question

Generate 
evidence

Interpret study 
reliability

Interpret study 
results

New recommendation:

Define research 
question

Generate 
evidence

Interpret study 
reliability

Interpret study 
results



Discovery in causal inference
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Effect discovery
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Hazard ratio
What are these? Are they known?



Adjustment for multiple testing - estimation
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Hazard ratio = 1.19 (95% CI: 1.01-1.42)

What is the effect of 
ACEs on AMI 
compared to ARBs? Using alpha = 0.05

Note that in literature you’d need 
to adjust for publication bias and 
p-hacking

Hazard ratio

1 hypothesis, 1 result, 1 test to 
correct so the doctor has the 
desired alpha



Adjustment for multiple testing - discovery
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List of effects

What effects achieve 
statistical 
significance? Using family-wise 

alpha = 0.05

Hazard ratio
To answer this question, we have to 
consider all results. To achieve desired 
alpha, we must adjust for the total 
number of estimates (n = 136,405).

Interestingly, because we failed 
diagnostics for many, we have fewer tests 
to adjust for!



Discovery in effect surveillance

Assume a surveillance system monitoring
• Multiple treatments
• Multiple outcomes
• Multiple time-at-risks
• Multiple methods
• Multiple databases
• Multiple looks over time
How best to adjust for multiple testing? 
What are the overall operating characteristics we’re like to see?
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Check out Fan’s talk at 1pm!



Conclusions
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Conclusions

• Diagnostics are important to ensure reliability of results
– We’ve been saying that for a while
– We now have some empirical evidence demonstrating this

• As OHDSI we need to become more rigorous in applying diagnostics
– Make interpretation of diagnostics a systematic process
– Either evaluate diagnostics beforehand, or pre-specify diagnostics rules 

beforehand (just don’t look at results that don’t pass diagnostics)
• Many studies will fail diagnostics
– Less ‘evidence’ is better, when we can trust what remains
– Disseminate failures. Argues for LEGEND-like studies, where failures are 

part of result set
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Looking forward

• Many opportunities to propose and improve diagnostics
– Better balance metric? Equipoise? Generalizability?
– Go / no go rules for data diagnostics? Cohort diagnostics?

• Improving interpretation of results
– Synthesizing results from multiple databases and multiple analyses
– Designing a discovery and surveillance system, deciding on what 

operating characteristics really matter
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Thank you!

Joint research with
• Marc Suchard
• Yong Chen
• George Hripcsak
• Others who’ve joined the PLE Workgroup call
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