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Motivations for synthetic EHR data

Machine Learning
• Prediction research
• External validation

Phenotype algorithm validation
Tool development
Training and education

Fairness and Bias
• Debiasing the source data
• Counterfactual dataset
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Common Approach: Bag of Word (BOW) + GAN

Generator

Discriminator

EHR Data

Generate

GAN Model

BOW Processing
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• All visits assume to end on the same day as 
the visit start (Not true for inpatient visits)

• Visit type is missing
• Discharge type is missing

• Not easily disseminated for use



@OHDSI ohdsiwww.ohdsi.org #JoinTheJourney

Patient Representation

CEHR-BERT https://proceedings.mlr.press/v158/pang21a/pang21a.pdf
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Proposed Synthetic Data Framework



@OHDSI ohdsiwww.ohdsi.org #JoinTheJourney

Training a Generative Model

● Batch size 32
● Learning rate 1e-5
● Adam optimizer
● 2 epochs
● Save every 10000 steps

Training parameters

● Condition, drug, procedure
● Context window 512
● Min number of concepts 20
● Truncate the long sequences
● 3 million patients after filtering

Data Preprocessing
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Generate new patient sequences

● Top k=100, 200, 300
● Top p=95%, 100%
● Generated 500K for 

each sampling strategy

Inference model

Sample

Patient Population

Prompt
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OMOP Converter
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How do you measure the similarity 
of two OMOP instances?

, ?
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Evaluation framework

● Level 1: Concept distributions at the full population, subgroups, 
cohorts.  Marginal distribution e.g. P(a; group)

● Level 2: Similarity of co-occurrence matrices at the full population. 
Conditional distribution e.g. P(a|b)

● Level 3: Logistic regression performance on synthetic cohorts. 
Proxy for joint distribution e.g. P(a, b, c, d ; group) 
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Level 1: Concept distributions
Condition Drug Procedure Visit

Full 
Population

Female 
Population

Hospitalization 
cohort

● Synthetic data: Top 
P=95%

● X: source data 
● Y: synthetic data
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Level 2: Similarity of co-occurrence matrices 

Lower Bound

Upper Bound
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● Top k=100, 200, 300
● Top p=95%, 100%
● Sampling strategies 

affect results. 
● Top p=95% has the best 

KL-divergence

Level 2: Similarity of co-occurrence matrices 
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Level 3: Logistic Regression model performance
Cohort Definition

HF readmission HF patients who have a 30-day all-cause readmission. 
Observation window: 360 days, Prediction windows 30 days

Hospitalization
2-year risk of hospitalization starting from the 3rd year since the initial entry into the EHR 

system
Observation window: 540 days, hold-off window: 180 days, Prediction windows 720 days

COPD readmission COPD  patients who have a 30-day all-cause readmission. 
Observation window: 360 days, Prediction windows 30 days

Afib ischemic stroke Afib patients with 1 year risk since the initial diagnosis of afib ischemic stroke
Observation window: 720 days, Prediction windows 360 day

CAD CABG
Patients initially diagnosed with Coronary Arterial Disease (CAD) without any prior stent graft 

that will receive the  Coronary artery bypass surgery (CABG) treatment
Observation window: 720 days, Prediction windows 360 day
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Level 3: Logistic Regression model performance
Real data Top P=95% Top P=100% Top K=100 Top K=200 TOP K=300

HF readmission
Pre = 25.7
AUC = 65.7
PR = 39.3

Pre = 27.6
AUC = 69.2
PR = 45.7

Pre = 28.4
AUC = 65.9
PR = 41.8

Pre = 30.7
AUC = 68.1
PR = 47.8

Pre = 29.3
AUC = 54.0
PR = 32.9

Pre = 26.5
AUC = 64.9
PR = 39.3

Hospitalization
Pre = 5.6

AUC = 75.3
PR = 19.5

Pre = 5.2
AUC = 77.1
PR = 21.4

Pre = 7.3
AUC = 68.3
PR = 16.5

Pre = 2.8
AUC = 87.0
PR = 22.1

Pre = 5.2
AUC = 84.2
PR = 20.8

Pre = 6.3
AUC = 78.7
PR = 24.6

COPD readmission
Pre = 34.5
AUC = 74.2
PR = 83.8

Pre = 37.8
AUC = 76.4
PR = 84.4

Pre = 47.2
AUC = 74.1
PR = 67.2

Pre = 26.4
AUC = 75.9
PR = 90.3

Pre = 28.3
AUC = 70.1
PR = 82.8

Pre = 34.5
AUC = 68.8
PR = 80.2

Afib ischemic stroke
Pre = 8.7

AUC = 84.0
PR = 48.5

Pre = 10.2
AUC = 78.9
PR = 41.2

Pre = 10.4
AUC = 70.7
PR = 39.1

Pre = 16.6
AUC = 77.1
PR = 50.5

Pre = 15.8
AUC =68.9
PR = 36.6

Pre = 10.8
AUC = 76.8
PR = 38.5

CAD CABG
Pre = 7.1

AUC = 88.4
PR = 55.9

Pre = 4.1
AUC = 81.5
PR = 25.2

Pre = 4.4
AUC = 52.9

PR = 4.3

Pre = 7.2
AUC = 75.6
PR = 38.5

Pre = 4.9
AUC = 73.5
PR = 24.3

Pre = 4.0
AUC = 79.0
PR = 24.1
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Privacy Evaluation

• Membership inference risk: sequence alignment between 
synthetic and real datasets

• Attribute inference risk: infer the sensitive attributes
• ….
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Conclusion

• First framework generated longitudinal synthetic EHR data using 
OMOP CDM.

• Designed an innovative patient representation, which allowed the 
reconstruction of patient medical timeline without loss of 
temporal information.

• Comprehensive evaluation procedures showed that the synthetic 
data preserved the underlying characteristics of the real patient 
population.
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