Creation of a set of clinical Patient-Level Prediction benchmark tasks
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**Background**

Patient-Level Prediction has the potential to transform clinical practice by allowing for highly personalized treatments for patients. To do this, we need to develop a strong body of evidence to demonstrate the performance and beneficial impact of the models. Currently models tend to not be extensively validated(1) and there exists no standard framework for methodological examination. To provide this evidence, we need to conduct robust research that allows us to contextually compare different model development and validation techniques. These analyses should be performed in similar settings to provide evidence for wider conclusions.

In this work we have created an initial set of benchmarking problems. These are relevant clinical problems that cover a range of scenarios (short and long term). Importantly, they are problem specifications that would have the potential for impact. This increases the relevance of the evidence generated about the methods research that will be conducted with them. The models will be added to the DELPHI Library (delphi.ohdsi.org) and will be available for all researchers to download as a strategus JSON object to facilitate the use within the community. The models described in this abstract are not intended for immediate clinical use.

**Methods**

**OMOP CDM Databases**

In this study we used:

- The IBM® MarketScan® Commercial Database (CCAE) includes health insurance claims across the continuum of care (e.g., inpatient, outpatient, outpatient pharmacy, carve-out behavioral healthcare) as well as enrollment data from large employers and health plans across the United States who provide private healthcare coverage for employees, their spouses, and dependents.

We conducted a study using 5 different clinical settings that have previously been used in OHDSI studies(2, 3). The three cover scores, heart failure prediction in T2DM patients, and prediction of MACE for patients undergoing major non cardiac surgery, an ongoing study.

We develop models for the five prediction tasks in one database (CCAE) using the PatientLevelPrediction framework with four different model designs:

1. Logistic regression framework with LASSO regularization.

Models were developed using the following framework for PatientLevelPrediction developed by Reps et al(4). Employing a person-split where 75% of labelled data was used to learn the model with 3-fold cross validation to pick the optimal hyper-parameter and 25% of the labelled data used to internally validate the models.

Performance was assessed using the area under the receiver operating characteristic curve (AUROC).

### Results

<table>
<thead>
<tr>
<th>Target</th>
<th>Outcome</th>
<th>TAR</th>
<th>T size</th>
<th>O size</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNCS with measurement of creatinine</td>
<td>Earliest of AMI cardiac arrest or death</td>
<td>(cohort start + 1) - (cohort start + 1095)</td>
<td>15127</td>
<td>251</td>
<td>0.741</td>
</tr>
<tr>
<td>MNCS without measurement of creatinine</td>
<td>Earliest of AMI cardiac arrest or death</td>
<td>(cohort start + 1) - (cohort start + 1095)</td>
<td>15127</td>
<td>251</td>
<td>0.763</td>
</tr>
<tr>
<td>T2DM</td>
<td>Heart Failure</td>
<td>(cohort start + 1) - (cohort start + 1095)</td>
<td>530823</td>
<td>11735</td>
<td>0.747</td>
</tr>
</tbody>
</table>
Conclusion

We produced models with a range of cohort sizes (15127-1459228) across 3 disease domains. The models ranged in performance form (0.566-0.837). The models will be added to the DELPHI library and are considered a starting point for the benchmarking project within the PLP framework.
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